
Artificial intelligence (AI), machine 
learning and computer vision are 
revolutionizing research — from med-
icine and biology to Earth and space 
sciences. Now, it’s art history’s turn. 

For decades, conventionally trained art 
scholars have been slow to take up computa-
tional analysis, dismissing it as too limited and 
simplistic. But, as I describe in my book Pixels 
and Paintings, out this month, algorithms are 
advancing fast, and dozens of studies are now 
proving the power of AI to shed new light on 
fine-art paintings and drawings. 

For example, by analysing brush strokes, 
colour and style, AI-driven tools are revealing 
how artists’ understanding of the science of 
optics has helped them to convey light and 
perspective. Programs are recovering the 
appearance of lost or hidden artworks and 
even computing the ‘meanings’ of some paint-
ings, by identifying symbols, for example.

It’s challenging. Artworks are complicated 
compositionally and materially and are replete 
with human meaning — nuances that algo-
rithms find hard to fathom. 

Most art historians still rely on their individ-
ual expertise when judging artists’ techniques 
by eye, backed up with laboratory, library and 
leg work to pin down dates, materials and prov-
enance. Computer scientists, meanwhile, find 
it easier to analyse 2D photographs or digital 
images than layers of oil pigments styled with 
a brush or palette knife. Yet, collaborations are 
springing up between computer scientists and 
art scholars.

Early successes of such ‘computer-assisted 
connoisseurship’ fall into three categories: 
automating conventional ‘by eye’ analyses; 
processing subtleties in images beyond 
what is possible through normal human per-
ception; and introducing new approaches 
and classes of question to art scholarship. 
Such methods — especially when enhanced 
by digital processing of large quantities of 
images and text about art — are beginning to 
empower art scholars, just as microscopes 
and telescopes have done for biologists and 
astronomers. 

Analysing vast data sets
Consider pose — an important property that 
portraitists exploit for formal, expressive 
and even metaphorical ends. Some artists 
and art movements favour specific poses. 
For example, during the Renaissance period 
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The colours of Gustav Klimt’s lost 1901 work Medicine were recovered by artificial intelligence.
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in the fifteenth and sixteenth centuries, royals, 
political leaders and betrothed people were 
often painted in profile, to convey solemnity 
and clarity. 

Primitivist artists — those lacking formal art 
training, such as nineteenth-century French 
painter Henri Rousseau, or those who deliber-
ately emulate an untutored simplicity, such as 
French artist Henri Matisse in the early twen-
tieth century — often paint everyday people 
face-on, to support a direct, unaffected style. 
Rotated or tipped poses can be powerful: 
Japanese masters of ukiyo-e (‘pictures of the 
floating world’), a genre that flourished from 
the seventeenth to nineteenth centuries, often 
showed kabuki actors and geishas in twisted or 
contorted poses, evoking drama, dynamism, 
unease or sensuality. 

Using AI methods, computers can analyse 
such poses in tens of thousands of portraits 
in as little as an hour, much quicker than an 
art scholar can. Deep neural networks — 
machine-learning systems that mimic biolog-
ical neural networks in brains — can detect the 
locations of key points, such as the tip of the 
nose or the corners of the eyes, in a painting. 
They then accurately infer the angles of a sub-
ject’s pose around three perpendicular axes 
for realistic and highly stylized portraits.

For example, earlier this year, researchers 
used deep neural networks to analyse poses 
and gender across more than 20,000 portraits, 
spanning a wide range of periods and styles, 
to help art scholars group works by era and art 
movement. There were some surprises — the 
tilts of faces and bodies in self-portraits vary 
with the stance of the artist, and the algorithms 
could tell whether the self-portraitists were 
right- or left-handed ( J.-P. Chou and D. G. Stork 
Electron. Imag. 35, 211-1–211-13; 2023). 

Similarly, AI tools can reveal trends in the 
compositions of landscapes, colour schemes, 
brush strokes, perspective and more across 
major art movements. The models are most 
accurate when they incorporate an art histori-
an’s knowledge of factors such as social norms, 
costumes and artistic styles.

Extending perception
By-eye art analysis can vary depending 
on how different scholars perceive an art-
work. For example, lighting is an expressive 
feature, from the exaggerated light–dark 
contrast (chiaroscuro) and gloomy style 
(tenebrism) of sixteenth-century Italian 
painter Caravaggio to the flat, graphic light-
ing in twentieth-century works by US artist 
Alex Katz. Many experiments have shown that 
even careful viewers are poor at estimating 
the overall direction of, or inconsistencies in, 
illumination throughout a scene. That’s why 
the human eye is often fooled by photographs 
doctored by cutting and pasting a figure from 
one into another, for example. 

Computer methods can do better. For 

example, one source of information about 
lighting is the pattern of brightness along 
the outer boundary (or occluding contour) 
of an object, such as a face. Leonardo da Vinci 
understood in the fifteenth century that this 
contour will be bright where the light strikes 
it perpendicularly but darker where the light 
strikes it at a sharp angle. Whereas he used 
his optical analysis to improve his painting, 
‘shape from shading’ and ‘occluding contour’ 
algorithms use this rule in reverse, to infer the 
direction of illumination from the pattern of 
brightness along a contour. 

Take Johannes Vermeer’s 1665 painting 
Girl with a Pearl Earring, for example. Illumi-
nation analysis considers highlights in the 
girl’s eyes, reflection from the pearl and the 
shadow cast by her nose and across the face. 
The occluding-contour algorithm gives a more 

complete understanding of lighting in this 
tableau, revealing Vermeer’s extraordinary 
consistency in lighting — and proving that this 
character study was executed with a model 
present (M. K. Johnson et al. Proc. SPIE 6810, 
68100I; 2008). 

Similarly, advanced computer methods 
can spot deliberate lighting inconsistencies 
in works such as those by twentieth-century 
Belgian surrealist René Magritte. They have 
also proved their worth in debunking theo-
ries, such as UK artist David Hockney’s bold 
hypothesis from 2000 that some painters 
as early as Jan van Eyck (roughly 1390–1441) 
secretly used optical projections for their 
works, a quarter of a millennium earlier than 
most scholars think optics were used in this 
way (see Nature 412, 860; 2001). Occlud-
ing-contour analysis, homographic analysis 

Leonardo da Vinci understood that an object will appear bright where light strikes it 
perpendicularly, and dim where rays fall at a glancing angle.
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(quantification of differences in 3D shapes at 
various sizes and pose angles), optical-ray trac-
ing and other computational techniques have 
systematically overturned Hockney’s theory 
much more conclusively than have arguments 
put forth by other scholars using conventional 
art-historical methods. 

Recovering lost cultural heritage
Computer methods have also recovered 
missing attributes or portions of incomplete 
artworks, such as the probable style and col-
ours of ghost paintings — works that have been 
painted over and are later revealed by imaging 
in X-rays or infrared radiation — such as Two 
Wrestlers by Vincent van Gogh. This painting, 
from before 1886, was mentioned by the artist 
in a letter but considered lost until it was found 
beneath another in 2012. 

Neural networks, trained on images and 
text data, have also been used to recover the 
probable colours of parts of Gustav Klimt’s 
lost ceiling painting, Medicine (see go.nature.
com/47rx8c2). The original, a representation 
of the interweaving of life and death presented 
to the University of Vienna in 1901, was lost 
during the Second World War, when the castle 
in which it was kept for safety was burnt down 
by Nazis to prevent the work from falling into 
the hands of Allied powers. Only preparatory 
sketches and photo graphs remain. 

Even more complex was the digital recov-
ery of missing parts of Rembrandt’s The Night 
Watch (1642) — which was trimmed to fit into 
a space in Amsterdam’s city hall — on the basis 
of a contemporary copy by Gerrit Lundens in 
oil on an oak panel. The algorithms learnt 
how Lundens’ copy deviated slightly from 

Rembrandt’s original, and ‘corrected’ it to 
recreate the missing parts of the original (see 
go.nature.com/46wvzmj). 

To realize the full power of AI in the study of 
art, we will need the same foundations as other 
domains: access to immense data sets and 
computing power. Museums are placing ever 
more art images and supporting information 
online, and enlightened funding could accel-
erate ongoing efforts to collect and organize 
such data for research. 

Scholars anticipate that much recorded 
information about artworks will one day be 
available for computation — ultra-high-resolu-
tion images of every major artwork (and innu-
merable lesser ones), images taken using the 
extended electromagnetic spectrum (X-ray, 
ultraviolet, infrared), chemical and physical 
measurements of pigments, every word writ-
ten and lecture video recorded about art in 
every language. After all, AI advances such as 
the chatbot ChatGPT and image generator 
Dall-E have been trained with nearly a terabyte 
of text and almost one billion images from the 
web, and extensions under way will use data 
sets many times larger. 

But how will art scholars use existing and 
future computational tools? Here is one sug-
gestion. Known artworks from the Western 
canon alone that have been lost to fire, flood, 
earthquakes or war would fill the walls of 
every public museum in the world. Some of 
them, such as Diego Velázquez’s Expulsion 
of the Moriscos (1627), were considered the 
pinnacle of artistic achievement before they 
were destroyed. Tens of thousands of paint-
ings were lost in the Second World War and 
the same number of Chinese masterpieces in 
Mao Zedong’s Cultural Revolution, to mention 
just two. The global cultural heritage is impov-
erished and incomplete as a result. 

Computation allows art historians to view 
the task of recovering the appearance of lost 
artworks as a problem of information retrieval 
and integration, in which the data on a lost 
work lie in surviving preparatory sketches, 
copies by the artist and their followers, and 
written descriptions. The first tentative steps 
in recovering lost artworks have shown prom-
ise, although much work lies ahead. 

Art scholarship has expanded over centu-
ries, through the introduction of new tools. 
Computation and AI seem poised to be the 
next step in the never-ending intellectual 
adventure of understanding and interpreting 
our immense cultural heritage.
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Algorithms have inferred the direction of lighting in Johannes Vermeer’s painting Girl with a 
Pearl Earring (1665) from the bright edge of the girl’s face.
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