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#### Abstract

The variance components (VC) model has been popular for genetic analysis. It has received wide applications in a variety of genetic practices, and been extended to various forms for different settings. However, most of the existing VC models are, explicitly or implicitly, under the assumption of the HardyWeinberg and/or linkage equilibria, which is impractical in some realistic settings since more or less deviations from this assumption are common. We propose a new VC model that incorporates both these disequilibria, and includes the existing models as special cases. The corresponding variance components are computed for some commonly used relative pairs conditional on the observed marker identity-bydescent data. Parameters can be estimated by the traditional methods such as the maximum likelihood estimate. Simulation studies suggest that this extended model improves inference significantly over the existing models when deviations of these disequilibria are present. European Journal of Human Genetics (2006) 14, 941-952. doi:10.1038/sj.ejhg.5201645; published online 24 May 2006
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## Introduction

The variance components(VC) models ${ }^{1-8}$ has received much attention and wide applications in quantitative genetic trait studies, as this method requires few model assumptions. It has been extended to various forms for different data structures under different algorithms and model assumptions. Lange and Boehnke ${ }^{9}$ extended it to multivariate traits, Duggirala et al $^{10}$ applied it to dichotomous traits, Amos et al ${ }^{11}$ studied the least squares algorithm of it. Andrade et al ${ }^{12}$ extended it to longitudinal pedigree data. This model and its variants have been used extensively in genetic linkage analysis. However, most of the existing VC models are, explicitly or implicitly, under the assumption of the Hardy-Weinberg and/ or linkage equilibria. These fundamental assumptions are sometimes not easy to justify, and in practice they are often more or

[^0]less deviated. In linkage analysis the latter assumption may be inappropriate, since putative disease locus are usually in linkage disequilibrium(LD) with the flanking marker loci. ${ }^{13}$ Almasy et al ${ }^{14}$ proposed a combined linkage/disequilibrium analysis in which the LD are incorporated into the VC model. There are some VC models for combined linkage and association studies, ${ }^{15}$ a VC model incorporated with the two disequilibria is of practical meaning, and has not been in the literature. Here we consider such model in the settings of Hardy-Weinberg and/or LD, as an extension of the existing VC models. In our model the LD is parameterized via the trait-marker composite genotype, differently from that in Almasy et al ${ }^{14}$ in which the LD is parameterized via the trait-marker alleles. The correspondindg variance components are computed for some commonly used relative pairs conditional on the observed marker identity-by-descent (IBD) data. Parameters can be estimated by the traditional methods such as the maximum likelihood estimate (MLE) under the normal model assumption. This extended VC model is expected to have more accurate estimation of parameters, can be used for linkage and combined linkage and LD mapping (association study), using pedigree data, and have more power for such analysis.

## The common VC model

We first describe the likelihood of the commonly used variance components model, for example as in Amos. ${ }^{5}$ Since the total likelihood is a product of likelihood over all the families under study, we only present the model for a given family for the sake of simplicity.

Let $Y_{i}$ be the trait value of the $i$ th individual in the family.The VC model describing the trait value is

$$
\begin{equation*}
Y_{i}=\mu+g_{i}+G_{i}+\sum_{j=1}^{J} \eta_{j} x_{i j}+e_{i} \tag{1}
\end{equation*}
$$

where $\mu$ is the overall mean, $g_{i}$ is the unobserved random major gene effect at the trait locus with alleles denoted by $A$ and $B, G_{i}$ is the unobserved polygenic effects,

$$
g_{i}=\left\{\begin{array}{cc}
a, & \text { if individual } i \text { has genetype } \mathrm{AA} \\
d, & \text { if individual } i \text { has genetype } \mathrm{AB} \\
-a, & \text { if individual } i \text { has genetype } \mathrm{BB}
\end{array}\right.
$$

where the $\eta_{j}$ 's are effects associated with the covariates $\mathrm{x}_{\mathrm{ij}}{ }^{\prime} \mathrm{s}$, and $e_{\mathrm{i}}$ is the residual random error. The usual assumption is that $g_{\mathrm{i}}, G_{\mathrm{i}}$ and $e_{\mathrm{i}}$ are uncorrelated and $E\left(g_{i}\right)=E\left(G_{i}\right)=$ $E\left(e_{i}\right)=0$. Let $p$ be the population proportion of allele $A$. Under the Hardy-Weinberg assumption one has $E\left(g_{i}\right)=a(2 p-1)+2 \mathrm{p}(1-p) d=0$. The covariance between individuals $i$ and $j$ is

$$
\operatorname{Cov}\left(Y_{i}, Y_{j}\right)= \begin{cases}\sigma_{a}^{2}+\sigma_{d}^{2}+\sigma_{G}^{2}+\sigma_{e}^{2}, & \text { if } i=j  \tag{2}\\ 2 \Phi_{i j} \sigma_{a}^{2}+\Delta_{7 i j} \sigma_{d}^{2}+2 \Phi_{i j} \sigma_{G}^{2}, & \text { if } i \neq j\end{cases}
$$

where $\sigma_{\mathrm{a}}^{2}=2 p(1-p)[a-d(2 p-1)]^{2}$ is the additive genetic variance due to the locus, $\sigma_{d}^{2}=4 p^{2}(1-p)^{2} d^{2}$ is the dominant genetic variance, $\Phi_{i j}=\Delta_{7 i j} / 2+\Delta_{8 i j} / 4$ is the kinship coefficient ${ }^{16}$ between individuals $i$ and $j$, and $\Delta_{7 i j}, \Delta_{8 i j}, \Delta_{9 i j}$ are the condensed kinship coefficient, ${ }^{17}$ between individuals $i$ and $j$. The $\Delta_{k i j} s(k=1, \ldots, 9)$ are the probabilities for the nine possible condensed IBD status as divided by Jacquard, ${ }^{17}$ in which $\Delta_{7 i j}, \Delta_{8 i j}$ and $\Delta_{9 i j}$ are commonly used in practice. They are the population probabilities of sharing 2,1 and 0 genes IBD for individuals $(i, j)$, without regard to their particular genotypes, but only $(i, j)$ 's kinship relationships, and under the Mendelian inheritance. Also, $2 \Phi_{i j}$ is the expected proportion of gene IBD for individuals ( $i, j$ ), at this locus.
For linkage analysis, usually IBD sharing data $\left\{\pi_{i j}\right\}$ $\left\{\pi_{i j}=0,1,2\right\}$ between a relative pair individual $i$ and $j$, at marker locus is available, $\mathrm{Amos}^{5}$ proposed the following model for the conditional covariance

$$
\begin{align*}
& \operatorname{Cov}\left(Y_{i}, Y_{j} \mid \pi_{i j}\right) \\
& = \begin{cases}\sigma_{a}^{2}+\sigma_{d}^{2}+\sigma_{G}^{2}+\sigma_{e}^{2}, & \text { if } i=j \\
f\left(\theta, \pi_{i j}\right) \sigma_{a}^{2}+g\left(\theta, \pi_{i j}\right) \sigma_{a}^{2}+2 \Phi_{i j} \sigma_{G}^{2}, & \text { if } i \neq j\end{cases} \tag{3}
\end{align*}
$$

where $\theta$ is the recombination fraction between the trait and the marker loci. The values of $f\left(\theta, \pi_{i j}\right)$ and $g\left(\theta, \pi_{i j}\right)$ can be found. ${ }^{5}$ It is noted that $g\left(\theta, \pi_{i j}\right)=0$ for most human relative pairs except full sibs and it's related to the possibility of sharing two allales IBD.

## VC model with disequilibria

In this section we derive VC models with disequilibria in different settings, by incorporating these parameters into the covariances (2).

## Hardy-Weinberg disequilibrium at trait locus

We first consider incorporating the Hardy-Weinberg disequilibrium at the trait locus into the VC model, without marker information Let $A_{k}$ denote allele $k$ at the trait locus ( $k=1, \ldots, K$ ), $p_{k}$ its proportion in the population, $P_{k l}$ the corresponding proportion of the genotype $A_{k} A_{l}$. One way to deal with the deviation from the Hardy-Weinberg assumption is the use of the within population inbreeding cofficient ${ }^{18,19} f$ at the trait locus, which is the odds that at any gene, both alleles of the gene pair were inherited from the same ancestor. Let $I(\cdot)$ be the indicator function. Given $f$ we have

$$
\begin{equation*}
p_{k l}:=p\left(A_{k} A_{l}\right)=(1-f) p_{k} p_{l}+f p_{k} I(l=k) . \tag{4}
\end{equation*}
$$

Here $0 \leq f \leq 1$, and $f=0$ corresponds to Hardy-Weinberg equilibrium. Let $p_{(k l)(k m)}$ be the conditional probability that two individuals have genotype ( $A_{k} A_{l}, A_{k} A_{m}$ ) or ( $A_{l} A_{k}, A_{m} A_{k}$ ) at the trait locus given that they share $A_{k}$ IBD (Assuming random mating and phase known, these are the only cases they share $A_{k}$ IBD. The possibilities for the cases $A_{k} A_{l}, A_{m} A_{k}$ or $\left(A_{l} A_{k}, A_{k} A_{m}\right)$ are negligible). Let $Y$ be the trait value of a general individual and $g$ be his/her genotype, and $\mu_{k l}=E\left(Y \mid g=A_{k} A_{l}\right)$. Following Fisher ${ }^{1}$ and Lange, ${ }^{16}$ let $\alpha_{k}{ }^{\prime}$ 's be the optimal additive genetic effects in the sense that they minimize the sum of squared residuals $\Sigma_{k} \Sigma_{l} \delta_{k k}^{2} p_{k l}$, where $\delta_{k l}=\mu_{k l}-\alpha_{k}-\alpha_{l}$. We show in Appendix A that

$$
\begin{align*}
p_{(k l)(k m)}= & \frac{p_{k l} p_{k m}}{p_{k}} \\
= & p_{k}\left[(1-f) p_{l}+f I(l=k)\right]  \tag{5}\\
& {\left[(1-f) p_{m}+f I(m=k)\right], }
\end{align*}
$$

and

$$
\begin{align*}
& \operatorname{Cov}\left(Y_{i}, Y_{j} \mid f\right) \\
& \quad= \begin{cases}(1+(f / 2)) \sigma_{a}^{2}+(1-f) \sigma_{d}^{2}+f \sigma_{0}^{2}+\sigma_{G}^{2}+\sigma_{e}^{2}, & \text { if } i=j \\
\Delta_{7 i j \gamma 7}(f)+\Delta_{8 i j \gamma 8}(f)+2 \Phi_{i j} \sigma_{G}^{2}, & \text { if } i \neq j\end{cases} \tag{6}
\end{align*}
$$

where $\quad \gamma_{7}(f)=(1+(f / 2)) \sigma_{a}^{2}+(1-f) \sigma_{d}^{2}+f \sigma_{0}^{2}, \quad \gamma_{8}(f)=\left((1+f)^{2} /\right.$ 2) $\sigma_{a}^{2}, \quad \sigma_{a}^{2}=2 \Sigma_{k} \alpha_{k}^{2} p_{k}, \sigma_{d}^{2}=\Sigma_{k} \Sigma_{l} \delta_{k l}^{2} p_{k} p_{l}, \sigma_{0}^{2}=\Sigma_{k} \delta_{k k}^{2} p_{k}$ is the part of variance explained by the optimal additive genetic effects, and $\alpha_{k}=\Sigma_{l} \mu_{k l} p_{k l} /\left[(1+f) p_{k}\right]$ for all $k$.

Note that if $f=0$, (6) reduces to (2). The $\alpha_{k}{ }^{\prime}$ s and is $\delta_{k l}$ 's are the optimal additive major gene effects and the residual effects. ${ }^{16}$

## Linkage to marker

Now we consider the case with marker information available in addition to the trait locus data. Let $\pi_{i j}(=0,1,2)$ to be the number of IBD allele sharing between individuals $i$ and $j$ at the marker locus, $\pi_{i j}^{\prime}$ be the corresponding
unobserved number at the trait locus, and $\theta$ be the recombination fraction between the two loci. Expressions for $\operatorname{Cov}\left(Y_{i}, Y_{j} \mid \pi_{i j}=k\right)$ can be found by the formula
$\operatorname{Cov}\left(Y_{i}, Y_{j} / \pi_{i j}=k\right)=\sum_{l=0}^{2} \operatorname{Cov}\left(Y_{i}, Y_{j} \mid \pi_{i j}^{\prime}=l\right) P\left(\pi_{i j}^{\prime}=l \mid \pi_{i j}=k\right)$.
Usually, for each individual the IBD data $\pi_{i j}$ is not directly available. However, their probabilities $P\left(\pi_{i j}=k\right)(k=0,1,2)$ can be computed from the corresponding observed marker genotypes. So the covariances between individual pair $(i, j)$ in a given family is

$$
\begin{equation*}
\operatorname{Cov}\left(Y_{i}, Y_{j}\right)=\sum_{k=0}^{2} \operatorname{Cov}\left(Y_{i}, Y_{j} \mid \pi_{i j}=k\right) P\left(\pi_{i j}=k\right) \tag{7}
\end{equation*}
$$

## Covariance with Hardy-Weinberg disequilibrium at trait given marker IBD

In the previous section, we derived the variance components under Hardy-Weinberg equilibrium at the trait locus. Here we give these componenets with the linked marker information, that is, conditional on the traitmarker IBD data. In this case the variance components are

$$
\begin{align*}
& \operatorname{Cov}\left(Y_{i}, Y_{j} \mid f, \pi_{i j}\right) \\
& =\Delta_{7 i j}\left(\pi_{i j}\right) \operatorname{Cov}\left(Y_{i}, Y_{j} \mid f, \pi_{i j}^{\prime}=2\right) \\
& +\Delta_{8 i j}\left(\pi_{i j}\right) \operatorname{Cov}\left(Y_{i}, Y_{j} \mid f, \pi_{i j}^{\prime}=1\right)  \tag{8}\\
& =\left\{\begin{array}{cl}
\left(1+\frac{f}{2}\right) \sigma_{a}^{2}+(1-f) \sigma_{d}^{2}+f \sigma_{0}^{2}+\sigma_{G}^{2}+\sigma_{e}^{2}, & \text { if } i=j \\
\Delta_{7 i j}\left(\pi_{i j}\right) \gamma_{7}(f)+\Delta_{8 i j}\left(\pi_{i j}\right) \gamma_{8}(f)+2 \Phi_{i j} \sigma_{G}^{2}, & \text { if } i \neq j
\end{array}\right.
\end{align*}
$$

where $\quad \Delta_{7 i j}\left(\pi_{i j}\right)=P\left(\pi^{\prime}{ }_{i j}=2 \mid \pi_{i j}\right), \quad \Delta_{8 i j}\left(\pi_{i j}\right)=P\left(\pi_{i j}^{\prime}=1 \mid \pi_{i j}\right) \quad$ and $\Delta_{9 i j}\left(\pi_{i j}\right)=P\left(\pi_{i j}^{\prime}=0 \mid \pi_{i j}\right)$ are the conditional IBD sharing at the trait locus given the IBD sharing at the marker locus, for individuals $(i, j)$. The derivation is the same as that for $\operatorname{Cov}\left(Y_{i}, Y_{j} \mid f\right)$ with $\Delta_{7 i j}$ and $\Delta_{8 i j}$ replaced by $\Delta_{7 i j}\left(\pi_{i j}\right)$ and $\Delta_{8 i j}\left(\pi_{i j}\right)$, whose values are obtained from the relationships

$$
\begin{aligned}
& \Delta_{7 i j}\left(\pi_{i j}\right)=P\left(\pi_{i j}^{\prime}=2, \pi_{i j}\right) / p\left(\pi_{i j}\right), \\
& \Delta_{8 i j}\left(\pi_{i j}\right)=P\left(\pi_{i j}^{\prime}=1, \pi_{i j}\right) / p\left(\pi_{i j}\right), \\
& \Delta_{9 i j}\left(\pi_{i j}\right)=P\left(\pi_{i j}^{\prime}=0, \pi_{i j}\right) / p\left(\pi_{i j}\right)
\end{aligned}
$$

and the known values of $P\left(\pi^{\prime}{ }_{i j}=0, \pi_{i j}\right)$ as listed in the literatures cited before. Note here given $\pi^{\prime}{ }_{i j}=0, Y_{j}$ and $Y_{j}$ are independent, and $\operatorname{Cov}\left(Y_{i}, Y_{j} \mid f, \pi^{\prime}{ }_{i j}=0\right)=0$, thus we don't have the term for $\Delta_{9 i j}\left(\pi_{i j}\right)$.

Since in real data the set $\left\{\pi_{i j}\right\}$ is unobservable, we only have the computed the set of probabilities $\left\{P\left(\pi_{i j}=k\right)\right\}$, thus the covariance is

$$
\begin{equation*}
\operatorname{Cov}\left(Y_{i}, Y_{j} \mid f\right)=\sum_{k=0}^{2} \operatorname{Cov}\left(Y_{i}, Y_{j} \mid f, \pi_{i j}=k\right) P\left(\pi_{i j}=k\right) \tag{9}
\end{equation*}
$$

## Covariance with LD between trait and marker

In linkage analysis, LD between the trait locus and the genotype marker locus should be taken into
consideration. In this section we compute the covariances between relative pairs when in addition to the case of LD is also present between the trait and marker loci. Let $a_{k}$ and $a_{k} a_{l}$ denote the alleles and genotypes at the marker locus, $q_{k}$ and $q_{k l}$ be the corresponding population frequencies. Since the withinpopulation inbreeding coefficient $f$ is common for any locus in the genome of the given population, $f$ describes the relationship between the marker genotype frequencies $q_{k} s$ allele frequencies $q_{k l} s$, in the same way as it did between the $p_{k} s$ and $p_{k l} s$ at the trait locus. That is, we have

$$
\begin{equation*}
q_{k l}=(1-f) q_{k} q_{l}+f q_{k} I(l=k) . \tag{10}
\end{equation*}
$$

Let $G=\left(\frac{A_{k} A_{l}}{a_{r} a_{s}}\right)$ be a general notation for the trait-marker composite genotype. We assume

$$
\begin{equation*}
p_{(k l, r s)}=p_{k l}\left(q_{r s}-\zeta p_{r s}\right)+\zeta p_{k l} I((r, s)=(k, l)) . \tag{11}
\end{equation*}
$$

It is easy to check that under (11), $\Sigma_{k} \Sigma_{l} p_{(k l, r s)}=p_{r s}$ and $\Sigma_{r} \Sigma_{s} p_{(k l, r s)}=p_{k l \prime}$, the probabilities of composite genotypes satisfy such consistent condition with its marginal probabilities. Here $0 \leqslant \zeta \leqslant 1$ is the LD parameter, and it should not be confused with the definition of LD that is used in some texts, such as in Weir ${ }^{20}$ or Almasy et al. ${ }^{14}$ Note that $\zeta=0$ corresponds to linkage equilibrium. Also, $\zeta$ manifests the vertical connection between the trait and marker loci, while the recombination fraction describes the horizontal link between the alleles.

For a relative pair, let $p_{(k l)(m n) \mid} \pi_{i j}^{\prime}=P\left(A_{k} A_{l}, A_{m} A_{n} \mid \pi_{i j}^{\prime}\right)$ be the conditional probability that individual $i$ has trait genotype $A_{k} A_{l}$ and individual $j$ has trait genotype $A_{m} A_{n}$ given their IBD value $\pi^{\prime}{ }_{i j}$ at this locus, $p_{k l m \mid} \pi^{\prime}{ }_{i j}=$ ${ }^{1 / 2} P\left(A_{k} A_{l}, A_{k} A_{m} \mid \pi^{\prime}{ }_{i j}\right)+\& \operatorname{frac} 12 ; P\left(A_{k} A_{l}, A_{m} A_{k} \mid \pi^{\prime}{ }_{i j}\right)$ be the probability when they also share one allele identical by state (IBS) at the trait; $p_{k l} \mid \pi^{\prime}{ }_{i j}=P\left(A_{k} A_{l}, A_{k} A_{l} \mid \pi^{\prime}{ }_{i j}\right)$ be the probability when they share both alleles IBS at the trait locus. We have (Appendix B)

$$
\begin{align*}
& \operatorname{Cov}\left(Y_{i}, Y_{j} \mid f, \zeta, \pi_{i j}\right) \\
& = \begin{cases}(1+f / 2) \sigma_{a}^{2}+(1-f) \sigma_{d}^{2}+f \sigma_{0}^{2}+\sigma_{G}^{2}+\sigma_{e}^{2}, & \text { if } i=j \\
\sum_{k=7}^{9} \Delta_{k i j}\left(\pi_{i j}\right) \gamma_{k}\left(f, \zeta, \pi_{i j}\right)+2 \Phi_{i j} \sigma_{G}^{2}, & \text { if } i \neq j\end{cases} \tag{12}
\end{align*}
$$

where $\gamma_{7}\left(f, \zeta, \pi_{i j}\right), \gamma_{8}\left(f, \zeta, \pi_{i j}\right)$ and $\gamma_{9}\left(f, \zeta, \pi_{i j}\right)$ denote respectively $\operatorname{Cov}\left(g_{i}, g_{j} \mid f, \zeta, \pi_{i j}, \pi_{i j}^{\prime}=2\right), \operatorname{Cov}\left(g_{i}, g_{j} \mid f, \zeta, \pi_{i j}, \pi_{i j}^{\prime}=1\right)$ and $\operatorname{Cov}\left(g_{i}, g_{j} \mid f, \zeta, \pi_{i j}, \pi_{i j}^{\prime}=0\right)$. Note that by conditioning on the IDB values at both the trait and marker loci, we cannot assert $\operatorname{Cov}\left(g_{i,}, g_{j} \mid f, \zeta, \pi_{i j}, \pi_{i j}^{\prime}=0\right)=0$ as we did for the previous section. We have $\gamma_{7}\left(f, \zeta, \pi_{i, j}\right) \equiv \gamma_{7}(f)$,

$$
\begin{aligned}
& \gamma_{8}\left(f, \zeta, \pi_{i j}\right) \\
& = \begin{cases}\gamma_{8}(f), & \pi_{i j}=0 \\
\gamma_{8}(f), & \pi_{i j}=1 \\
(1-\zeta) \gamma_{8}(f)-\zeta(1+f)^{2} \sigma_{1,1}+2 \zeta \sigma_{1,2}+\zeta^{2} \sigma_{1,3}, & \pi_{i j}=2\end{cases}
\end{aligned}
$$

and

$$
\gamma_{9}\left(f, \zeta, \pi_{i j}\right)= \begin{cases}0, & \pi_{i j}=0 \\ \zeta^{2}(1+f)^{2} \sigma_{2}^{2}, & \pi_{i j}=1 \\ \zeta^{2} \sigma_{3}^{2}, & \pi_{i j}=2\end{cases}
$$

where

$$
\begin{gathered}
\sigma_{1,1}=\sum_{k} \alpha_{k}^{2} p_{k} \sum_{s} \frac{\left(q_{k s}-\zeta_{p k s}\right)\left[(1-f) p_{s}+f I(s=k)\right]}{q_{k s}-\zeta_{p k s}+\zeta(1-f) p_{s}+\zeta f I(s=k)}, \\
\sigma_{1,2}=\sum_{k} \sum_{l} \sum_{m}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right)\left(\alpha_{k}+\alpha_{m}+\delta_{k m}\right) \\
\quad \times \frac{p_{(k l)(k m)}\left(q_{k m}-\zeta_{p k m}\right)}{q_{k m}-\zeta_{p k m}+\zeta(1-f) p_{m}+f \zeta I(k=m)}, \\
\sigma_{1,3}=\sum_{k} \sum_{l}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right)^{2} \\
\quad \times \frac{p_{k l}^{2}}{p k\left[q_{k l}-\zeta_{p k l}+\zeta(1-f) p_{l}+f_{\zeta}^{\zeta}\right]} \\
\sigma_{2}^{2}=\sum_{k} \alpha_{k}^{2} p_{k}^{2} / q_{k}, \sigma_{3}^{2}=\sum_{k} \sum_{l}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right)^{2} p_{k l}^{2}
\end{gathered}
$$

which is also written as

$$
\begin{aligned}
& 2(1-f)^{2} \sum_{k} \sum_{l} \alpha_{k}^{2} p_{k}^{2} p_{l}^{2}+8 f(1-f) \sum_{k} \alpha_{k}^{2} p_{k}^{3} \\
& +4 f^{2} \sum_{k} \alpha_{k}^{2} p_{k}^{2}+(1-f)^{2} \sum_{k} \sum_{l} \alpha_{k l}^{2} p_{k}^{2} p_{l}^{2} \\
& 2 f(1-f) \sum_{k} \delta_{k k}^{2} p_{k}^{3}+f^{2} \sum_{k} \delta_{k k}^{2} p_{k}^{2}+4(1-f)^{2} \sum_{k} \sum_{l} \alpha_{k} \delta_{k l} p_{k}^{2} p_{l}^{2} \\
& +8 f(1-f) \sum_{k} \alpha_{k} \delta_{k k} p_{k}^{3}+4 f^{2} \sum_{k} \alpha_{k} \delta_{k k} p_{k}^{2} \\
& +2(1-f)^{2}\left(\sum_{k} \alpha_{k} p_{k}^{2}\right)^{2}:=2(1-f)^{2} \sigma_{3,1}+8 f(1-f) \sigma_{3,2} \\
& +4 f^{2} \sigma_{3,3}+(1-f)^{2} \sigma_{3,4}+2 f(1-f) \sigma_{3,5}+f^{2} \sigma_{3,6} \\
& +4(1-f)^{2} \sigma_{3,7}+8 f(1-f) \sigma_{3,8}+4 f^{2} \sigma_{3,9}+2(1-f)^{2} \sigma_{3,10}
\end{aligned}
$$

Since the genetic covariance between the relative pair can be written as

$$
\operatorname{Cov}\left(g_{i}, g_{j} \mid f, \zeta, \pi_{i j}\right)=\sum_{\pi_{i j}^{\prime}} P\left(\pi_{i j}^{\prime} \mid \pi_{i j}\right) \operatorname{Cov}\left(g_{i}, g_{j} \mid f, \zeta, \pi_{i j}, \pi_{i j}^{\prime}\right),
$$

by (12), when $\pi_{i j}^{\prime}=2$ or $\pi_{i j}=0$, the expression for genetic variance between a relative pair is the same regardless LD is present or not. In fact, from the derivation in Appendix B, this conclusion is true for any consistent composite genotype specification: under random mating and any consistent specification $P(G)$ of the composite genotype, the IBD status ( $\pi_{i j}^{\prime}, \pi_{i j}$ ) of a relative pair ( $i, j$ ) contributes information of LD to their genetic variance at the trait locus only if $\pi^{\prime}{ }_{i j} \leq 1$ and $\pi_{i j} \geq 1$.
Again in practice, given the estimated IBD probabilities, the covariance is computed as

$$
\begin{equation*}
\operatorname{Cov}\left(Y_{i}, Y_{j} \mid f, \zeta\right)=\sum_{k=0}^{2} \operatorname{Cov}\left(Y_{i}, Y_{j} \mid f, \zeta, \pi_{i j}=k\right) P\left(\pi_{i j}=k\right) . \tag{13}
\end{equation*}
$$

## Parameter estimation

Let $\beta=\left(\mu, \eta_{1}, \ldots, \eta_{j}\right)^{\mathrm{T}}$ be the parameters in the mean, $\alpha=\left(\theta, f, \zeta, \sigma_{a}^{2}, \sigma_{d}^{2}, \sigma_{G}^{2}, \sigma_{e}^{2}, \sigma_{0}^{2}, \sigma_{1}^{2}, \sigma_{2}^{2}, \sigma_{3}^{2}, \sigma_{11}, \sigma_{12}, \sigma_{13}\right)^{\mathrm{T}}$ be the parameters in the covariance matrices, $\mathbf{y}_{k}$ be the observations of all the members in the $k$ th family, and $\mu_{k}=\mu_{k}(\beta)=E\left(\mathbf{Y}_{k}\right)=X_{k} \beta$, where $X_{k}$ is the covariate matrix for the $k$ th family, and $n_{k}$ is the total number of individuals in this family. The commonly used model based estimation method is MLE, while the common model for quantitative trait is the normal distribution. Under these assumptions, the likelihood of the $k$ th family is $L_{k}\left(\alpha, \beta \mid \mathbf{Y}_{k}\right)=\phi\left(\mathbf{Y}_{k}-\mu_{k} \mid \Omega_{k}\right)$, where $\phi(\mathbf{Y}-\mu \mid \Omega)$ is the density of the $n_{k}$ dimensional normal $N(\mu, \Omega)$ distribution, $\Omega_{k}=\left(\omega_{i j}\right)_{n_{k} \times n_{k}}$ is the covariance matrix of the $k$ th family, with

$$
\begin{aligned}
\omega_{i j} & =\operatorname{Cov}\left(Y_{i}, Y_{j} \mid f, \zeta, g_{i j}\right) \\
& =\sum_{r=0}^{2} \operatorname{Cov}\left(Y_{i}, Y_{j} \mid f, \zeta, \pi_{i j}=r\right) P\left(\pi_{i j}=r \mid g_{i j}\right)
\end{aligned}
$$

as specified in (12) in the most general case. The $P\left(\pi_{i j}=r \mid g_{i j}\right)$ 's can be obtained by some common IBD computation methods. The covariances can also take any of the more specific form (8), (6), (3) and (2) in the equilibrium case. Here we used $\left(Y_{i}, Y_{j}\right)$ for $\left(Y_{k i}, Y_{k j}\right)$, the $(i, j)$ th relative pair in the $k$ th family. The total likelihood is thus $L(\alpha, \beta \mid \mathbf{Y})=\Pi_{\mathrm{k}=1}^{\mathrm{k}} L_{k}\left(\alpha, \beta \mid \mathbf{Y}_{k}\right)$, and the log-likelihood, omitting the normalizing constant, is

$$
\begin{align*}
\log L(\alpha, \beta \mid \mathbf{Y})= & -\frac{1}{2} \\
& \times \sum_{k=1}^{K} \log \left|\Omega_{k}\right|+\left(\mathbf{Y}_{k}-\mu_{k}\right)^{\prime} \Omega_{k}^{-1}\left(\mathbf{Y}_{k}-\mu_{k}\right) . \tag{14}
\end{align*}
$$

The MLE is the parametric value $(\hat{\alpha}, \hat{\beta})$ that maximizes (14), and it has many desired optimality properties.

## Power

The power of the method can be easily estimated and will shown is dependent only on the parameters $\alpha$ in the covariance matrix. Let $H_{0}: \alpha=\alpha_{0}$ and $H_{1}: \alpha=\alpha_{1}\left(H_{0} \subset H_{1}\right.$ or $\alpha_{0}$ be part of $\alpha_{1}$ ) be the null and alternative hypothesis considered in the previous sections, $\operatorname{dim}\left(H_{1}\right)-\operatorname{dim}\left(H_{0}\right)=k$ and $f(\cdot \mid \alpha, \beta)$ be the density of the model considered. Let $\hat{\alpha}_{0}$ and $\hat{\alpha}_{1}$ be the MLE of $\alpha$ under $H_{0}$ and $H_{1}$, respectively. Note our hypothesis only involves $\alpha$, not the parameters $\beta$ in the mean specification. Let

$$
\begin{aligned}
& T_{n}=-2 \log \frac{L\left(\hat{\alpha}_{0}, \hat{\beta} \mid \mathbf{Y}\right)}{L\left(\hat{\alpha}_{1}, \hat{\beta} \mid \mathbf{Y}\right)} \text { and } \\
& D\left(\alpha_{1}| | \alpha_{0}\right)=\int f\left(x \mid \alpha_{1}, \beta\right) \log \frac{f\left(x \mid \alpha_{1}, \beta\right)}{f\left(x \mid \alpha_{0}, \beta\right)} \mathrm{d} x
\end{aligned}
$$

be the relative entropy (Kullback-Leibler divergence) between the two densities $f\left(\cdot \mid \alpha_{1}, \beta_{1}\right)$ and $f\left(\cdot \mid \alpha_{0}, \beta_{0}\right)$. It is known that $D\left(\alpha_{1} \| \alpha_{0}\right) \geq 0$ with equality hold if and only if $\alpha_{1}=\alpha_{0}$. Assuming homogenous familial structures for all
the families, for give level $\gamma>0$, the asymptotic power $q_{n}$ for the likelihood ratio test of $H_{0}$ vs $H_{1}$, with a dataset of size (number of families) $n$, is (Appendix C )

$$
\begin{align*}
q_{n} & =P\left(T_{n}>\chi_{k}^{2}(1-\gamma)\right) \\
& \approx P\left(V_{k}>\chi_{k}^{2}(1-\gamma)-2 n D\left(\alpha_{1} \| \alpha_{0}\right)\right), \tag{15}
\end{align*}
$$

where $V_{k}$ is the $\chi^{2}$ random variable with $k$ degrees of freedom and $\chi_{k}^{2}(1-\gamma)$ is its $1-\gamma$ upper quantile.

Given $f(\cdot \mid \cdot, \cdot), \alpha_{1}$ and $\alpha_{0}, D\left(\alpha_{1} \| \alpha_{0}\right)$ can be easily computed. In fact, since our model $f(\cdot \mid \cdot, \cdot)$ is multivariate normal, it is easy to see that

$$
\begin{aligned}
D\left(\alpha_{1} \| \alpha_{0}\right)= & \frac{1}{2} \log \frac{\left|\Omega\left(\alpha_{0}\right)\right|}{\left|\Omega\left(\alpha_{1}\right)\right|} \\
& +\frac{1}{2}\left[\operatorname{tr}\left(\left(\Omega^{1 / 2}\left(\alpha_{1}\right)\right)^{\prime} \Omega^{-1}\left(\alpha_{0}\right) \Omega^{1 / 2}\left(\alpha_{1}\right)\right)-d\right],
\end{aligned}
$$

where $d=\operatorname{dim}(\mu), \Omega(\cdot)$ is the $\Omega_{k}$ 's with the elements given in (12), in which the $\tau_{i j}$ 's take the theoretical mean values. To plot the power surface, we fix the parameter values at their MLE, except those for $f$ and $\zeta$. Then for a given $\gamma>0$ and a set of selected $(f, \zeta)$ values, we can compute $q_{n}=q_{n}(\gamma, f, \zeta)$ for different $\gamma, f, \zeta$ and $n$.

## Application

## Simulation study

Data of 10000 sibpairs are simulated in our study. We give some detailed description of how the two levels of disequilibria are incorporated in the simulation process. It can be described in the following three steps.

Step 1 For each sibpair we simulate the their trait genotypes $g_{i} \mathrm{~s}$ and the marker IBD probabilities $\pi_{i j} \mathrm{~s}$. Let $G_{i}=\left(a_{r} a_{s}\right) /\left(A_{k} A_{l}\right)$ be the composite genotype of the trait and marker for the $i$ th individual, with lower case letters $a_{r} a_{s}$ for marker genotype. we simulate ( $G_{i}, G_{j}$ ) for each sibpair, and $\pi_{i j}$ is generated along. We first generate the composite genotypes $G_{f}$ of the father and $G_{m}$ of the mother by the probability given in (11) with $\zeta=0.1$, and $p_{k l}$ and $q_{r s}$ are given (4) and (10) with $f=0.12, p_{1}=0.55, p_{2}=0.45$, $q_{1}=0.65$ and $q_{2}=0.35$. Although $\left(G_{f}, G_{m}\right)$ are not part of the data to be used in the computation, they are needed to generate the sibs composite genotypes. Now given $\left(G_{f}, G_{m}\right)$ we generate $G_{i}, G_{j}$ and $\pi_{i j}$ as below. Let $G_{f}=\left(a_{f 1} a_{f 2}\right) /\left(A_{f 1}\right.$ $\left.A_{f 2}\right), G_{m}=\left(a_{m 1} a_{m 2}\right) /\left(A_{m 1} A_{m 2}\right)$. During meiosis, if there is no recombination (with probability $1-\theta, \theta=0.25$ ), $G_{f}$ splits into two gametes $\left(a_{f 1} / A_{f 1}\right)$ and $\left(a_{f 2} / A_{f 2}\right)$. Then one of the gametes is selected with probability 0.5 to pass to the next generation. Here we only consider the recombination at the marker, since we want the IBD $\pi_{i j}$ at the marker. The recombination at the trait is similar, and we omit it for simplicity, since this will not affect the probabilities of the $G_{i}$ s. Similarly, $G_{m}$ will split into $\left(a_{m 1} / A_{m 1}\right)$ and $\left(a_{m 2} / A_{m 1}\right)$, or $\left(a_{m 2} / A_{m 1}\right)$ and $\left(a_{m 1} / A_{m 2}\right)$, and one of the gamets is selected with probability 0.5 to pass to the next generation. For
example, if for the father, there is recombination during meiosis and ( $a_{f 1} / A_{f 1}$ ) is selected, and for the mother there is no recombination during meiosis and $\left(a_{m 1} / A_{m 1}\right)$ is selected, then $G_{i}=\left(\begin{array}{ll}a_{f 1} & a_{m 1}\end{array}\right) /\left(A_{f 2} A_{m 1}\right)$ and $g_{i}=\left(A_{f 2} A_{m 1}\right)$. Repeat the above process to get, say, $G_{j}=\left(\begin{array}{ll}a_{f 2} & a_{m 1}\end{array}\right) /\left(\begin{array}{ll}A_{f 1} & A_{m 1}\end{array}\right)$ and $g_{j}=\left(A_{f 1} A_{m 1}\right)$. Since at the marker locus, sibpair $(i, j)$ has a composite genotype ( $a_{f 1} a_{m 1}, a_{f 2} a_{m 2}$ ), we have $\pi_{i j}=1$, which comes from the common maternal allele $a_{m 1}$.

Step 2 Simulate each pair's covariates. The mean $\mu_{I}$ of the $i$ th individual is given by (1). Specifically, we take $\mu=23$, $g_{i}=1$ if individual $i$ has genotype $A_{1} A_{1}=0$ if $A_{1} A_{2}$, and $=-1$ if $A_{1} A_{2}$. We take $G_{i} \sim N\left(0, \sigma_{G}^{2}\right)$ with $\sigma_{G}^{2}=0.2$. Two covariates are genetated, $x_{i 1}$ and $x_{i 2}$, stand for age (years) and sex index for the $i$ th individual, $x_{i 2}=1$ for female and $=0$ for male. The coefficient for age is $\eta_{1}=0.2$ and that for sex is $\eta_{2}=1.5 . e_{i}$ is the random error from $N(0,1)$ distribution.we always assume the first dib is younger with $x_{i 1} \sim U[10,60]$, then for the second sib, with $x_{j 1}=x_{i 1}+z$ with $z \sim U[1,10]$. For $x_{i 2}$, using the gender ratio from the real data, we sample $z \sim U(0,1)$, if $z \leq 0.54$ let $x_{i 2}=1$ (female) otherwise 0 (male).

Step 3 Simulates the sibpair covariance matrices $\Omega_{\mathrm{ij}}=\operatorname{Cov}\left(Y_{i}, Y_{j}\right)=\left(\omega_{i j}\right)$ and the final observed trait values. By (3.9), $\omega_{11}=\omega_{22}=(1+f / 2) \sigma_{\mathrm{a}}^{2}+(1-f) \sigma_{\mathrm{d}}^{2}+f \sigma_{0}^{2}+\sigma_{G}^{2}+\sigma_{e}^{2}$, $\sigma_{a}^{2}=2 \Sigma_{k} \alpha_{k}^{2} p_{k}, \quad \alpha_{d}^{2}=\Sigma_{k, l} \delta_{k l}^{2} p_{k} p_{l}, \quad \sigma_{0}^{2}=\Sigma_{k} \delta_{k k}^{2} p_{k} \quad$ and $p_{k}$ is the population proportion of allele $A_{k}, \quad \delta_{k l}=\mu_{k l}-\alpha_{k}-\alpha_{l}$, $\alpha_{k}=\Sigma_{l} \mu_{k l} p_{k l} l\left[(1+f) p_{k}\right], p_{k l}=(1-f) p_{k} p_{l}+f_{p k} I(l=k)$ is the population proportion of genotype $A_{k} A_{l}$, and $\mu_{k l}=E(Y \mid g=$ $\left.A_{k} A_{l}\right)=\mu+g_{k l}+\eta_{1} E\left(x_{i 1}\right)+\eta_{2} E\left(x_{i 2}\right)=\mu+g_{k l}+40 \eta_{1}+0.54 \eta_{2}$, $\omega_{12}=\omega_{21}=\sum_{k=7}^{9} \Delta_{k i j}\left(\pi_{i j}\right) \gamma_{k}\left(f, \zeta, \pi_{i j}\right)+2 \Phi_{i j} \sigma_{G}^{2}$ as is given in (3.9), and for sibpairs $\Phi_{i j}=1 / 4 . \Delta_{k i j}\left(\pi_{i j}\right)$ is defined after (8) and can be found in Wright, ${ }^{18}$ where they are implemented in terms of the recombination fraction $\theta$. The marker IBD data $\pi_{i j}$ s are generated above, the trait IBD $\pi_{i j}^{\prime}$ are unknown, but only the conditional probability $P\left(\pi_{i j}{ }_{i j} \mid \pi_{i j}\right)$ s are used, which are easily derived. ${ }^{20}$ The $\gamma_{k}\left(f, \zeta, \pi_{i j}\right)$ s are defined after (12). The definition of $\sigma_{1,2}$ involved $p_{(k l)(k m)}$ which is given in the definition of the $\gamma_{k}\left(f_{,}, \zeta, \pi_{i j}\right)$ s. Now we have implemented $\Omega_{i j}$ and are ready to simulated the $y_{i} \mathrm{~s}$. We simulate the data pairwise. For a sibpair $\left(y_{i}, y_{j}\right)$, denote $Y=\left(y_{i}, y_{j}\right)$ and $\mu=\left(\mu_{i}, \mu j\right)$. We sample $Z \sim N\left(\mathbf{0}, I_{2}\right)$, the twodimensional standard normal distribution, and let $Y=$ $\Omega_{i j}^{1 / 2} Z+\mu$, and simulate such $Y 10000$ times.
For $\gamma_{8}\left(f, \zeta, \pi_{i j}\right)$ in te case $\pi_{i j}=2, \sigma_{1,1}, \sigma_{1,2}$ and $\sigma_{1,3}$ are not independently estimable, so in this case we write $\gamma_{8}(f, \zeta, 2)=(1-\zeta) \gamma_{8}(f)=\sigma_{4}^{2}, \quad$ where $\quad \sigma_{4}^{2}=-\zeta(1+f) \sigma_{1,1}+$ $2 \zeta \sigma_{1,2}+\zeta^{2} \sigma_{1,3}$ viewed as a single parameter to be estimated.

Table 1 displays the values of the real parameters of interest from the simulation, and their MLE estimates (estimated standard deviation in bracket) under $H_{0}$ : $f=\zeta=0.0$ and $H_{1}$ : all parameters free, respectively.

The difference $2\left(\log \operatorname{likelihood}\left(H_{1}\right)-\log \operatorname{likelihood}\left(H_{0}\right)\right)=$ 20.9934, with a $P$-value of 0.000106 under a $\chi^{2}$ distribution

Table 1 Parameter estimates for the simulated data under $H_{0}$ and $H_{1}$

| Parameter | Real | Under $H_{0}$ | Under $H_{1}$ |
| :--- | :---: | :---: | ---: |
| $f$ | 0.12 | 0.00 | $0.1253(0.1473)$ |
| $\zeta$ | 0.10 | 0.00 | $0.1089(0.2229)$ |
| $\theta$ | 0.25 | $0.2470(0.1052)$ | $0.2468(0.1163)$ |
| $\mu$ | 23 | $23.0430(4.3663)$ | $23.4938(4.8503)$ |
| $\eta_{1}$ | 1.5 | $1.3661(2.7195)$ | $1.5611(2.9335)$ |
| $\eta_{2}$ | 0.2 | $0.2057(0.1053)$ | $0.1882(0.1164)$ |
|  |  |  |  |
| Log-likelihood |  | -89736.12 | -89725.63 |

with two degrees of freedom, that is, the evidence of rejecting $H_{0}$ is very strong. This example shows that incorporating the disequilibria mechanism into the variance components model can improve the inference significantly when such disequilibria are present.

## Real data application

We used the AADM data (African-American Diabetes mellitus) to illustrate the method. The data is from an international collaboration between West Africa and US investigators in mapping type II diabetes susceptibility genes in West African ancestral populations of AfricanAmericans. Affected sib-pairs along with unaffected spouse controls were being enrolled. Eligible participants were invited to study clinics to obtain detailed epidemiological, familial and medical history information. For detailed description of the data, see Rotimi et al..$^{21}$ For this data we computed the model parameter estimates using VC model (2), or under the hypothesis of equilibria, $H_{0}: f=\zeta=0$; and under the VC model with Hardy-Weinberg/LD (12), $H_{1}: f$ and $\zeta$ are free parameters, to fit the data. The response variable is BMI, the covariate is age. The results are shown in Table 2, where the estimated standard deviations are listed inside the brackets.

The $-2 \log$ likelihood difference is 12.5076 with a $P$-value of 0.0058 , which is highly significant. So the inference should be based on $H_{1}$. We see a large Hardy-Weinberg disequilibrium at the triat locus, suggesting that the genetic background of the sample under study is not as simple as assumed by the existing VC model. The low recombination rate ( 0.0016 ) indicates that the trait and marker loci are tightly linked, and the LD between the trait and marker is non-negligible. The overall BMI of this sample is 23.58 , and the age effect is 0.053 , which are quite common for normal populations.
The power depends on all the parameters in the model, we highlight its dependence on ( $\mathrm{f}, \eta$ ) to study its relationship with these two parameters. Using (15) and the parameters above, the following Figure 1 shows the powers of the likelihood ratio test for $H_{0}$ vs $H_{1}$, for various combinations of $f, \zeta$, and $n$.

Table 2 Parameter estimates for the AADM data under $H_{0}$ and $H_{1}$

| Parameter estimates | Under $\mathrm{H}_{0}$ | Under $\mathrm{H}_{1}$ |
| :--- | :---: | :---: |
| $\mu$ | $22.874(2.8530)$ | $23.582(0.000365)$ |
| $\eta_{1}$ | $0.075(0.0495)$ | $0.053(0.000063)$ |
| $\theta$ | 0.5 | $0.00157(0.000384)$ |
| $f$ | 0 | $0.2349(0.00026)$ |
| $\zeta_{2}^{2}$ | 0 | $0.0530(0.00285)$ |
| $\sigma_{Q}^{2}$ | $4.146(1.146)$ | $3.5419(4.947)$ |
| $\sigma_{e}^{2}$ | $5.6214(0.7581)$ | $5.6423(4.039)$ |
| Log-likelihood | -1136.60 | -1130.34 |

Since the LD depends on the unobservable trait genotype, its needs larger sample size to detect. For the real data, with the observations and the estimated parameter setting, it is easy to detect the HWE disequilibrium with reasonable sample size, while it is very difficult to detect the LD, or requires very large sample size to achieve high power. For the simulated data-parameter setting, the powers are high for the joint HWE disequilibrium, LD and the joint HWE and LD disequilibria.

The software for this extended VC model is written in SAS; the current version is for sibpair familial structure only, and is available upon request from the second author at gchen@genomecenter.howard.edu. The CPU time to compute the parameter estimates depends on the machine, data size, number of regressors, pedigree structure and starting values for the parameters etc. For the two examples above, with suitably chosen starting values, the CPU times for computing the MLEs are 27.24 and 27.33 s on our machine.

## Discussion

We have generalized the VC model to the cases of the Hardy-Weinberg and LD or both, this gives more practical application of this popular model. In some practices, these disequilibria are not justified. In these cases, the existing VC model is clearly inadequate, and our generalized VC model might be beneficial in more estimates, and in enhancing the inference power of parameters of interest. Also this generalized model can be used in testing these disequilibria by forming the corresponding likelihood ratio statistic, along with the parameter estimates. Other inferences on one or both of the two disequilibria are sometimes also of direct interest, which are now available under this generalized VC model.

We computed the variance components for some common relative pairs. The cases of other relative pairs are similar and straightforward. We considered the parameter estimation in several ways and computed the IBD under some common cases.


Figure 1 Powers of the likelihood ratio test for $H_{0}$ vs $H_{1}$. (a)-(c) Power for the real data, with parameters set at the MLE values. (a) $H_{0}: f=0$ vs $H_{1}$ : $f \neq 0$. Horizontal axis for $f$, vertical axis for power, $n=8000000$; (b) $H_{0}: \zeta=0$ vs $H_{1}: \zeta \neq 0$. Horizontal axis for $\zeta$, vertical axis for power, $n=675$; (c) (the third on the first row): $H_{0}:(f, \zeta)=(0,0)$ vs $H_{1}:(f, \zeta) \neq(0,0) . n=675$. (d)-(f) Power for the simulated data. The parameters used are $\alpha=\left(\sigma_{4}, \sigma_{3}, \sigma_{2}, \sigma_{g}, \sigma_{0}, \sigma_{a}, \sigma_{d} \theta\right)=3.08,16.3,43.5,0.45,21.8,7.24,20.8,0.2468$ ), sample size is $n=250$ for the three panels. (d): $H_{0}: f=0$ vs $H_{1}: f \neq 0$; (e) $H_{0}: \zeta=0$ vs $H_{1}: \zeta \neq 0$; (f) (the third on the second row): $H_{0}:(f, \zeta)=(0,0)$ vs $H_{1}:(f, \zeta) \neq(0,0)$.

Further extensions/modifications to implement more features will be similar, such as the multivariate traits, ${ }^{9}$ the multipoint VC, dichotomous trait, robust LOD score correction, ${ }^{7}$ the conditioning adjustment. ${ }^{21}$
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## Appendix A

We first derive (5). When fixed $A_{k}$, the events $A_{k} A_{l}$ and $A_{k} A_{m}$ are independent, so by (4) we have,

$$
\begin{aligned}
p_{(k l)(k m)}= & P\left(A_{k} A_{l}, A_{k} A_{m}\right)=P\left(A_{k}\right) P\left(A_{k} A_{l}, A_{k} A_{m} \mid A_{k}\right) \\
= & P\left(A_{k}\right) P\left(A_{k} A_{m} \mid A_{k}\right)=\frac{P\left(A_{k} A_{l}\right) P\left(A_{k} A_{m}\right)}{P\left(A_{k}\right)} \\
= & \frac{p_{k l} p_{k m}}{p_{k}}=p_{k}\left[(1-f) p_{l}+f I(l=k)\right] \\
& {\left[(1-f) p_{m}+f I(m=k)\right] . }
\end{aligned}
$$

For (6), we use the method as in Lange ${ }^{16}$ (pp. 87-89). Since $0=E(g)=\sum_{k} \sum_{l} \mu_{k l}$ and the $\alpha_{k}^{\prime}$ 's minimize the squared error $\sum_{k} \sum_{l}\left(\mu_{k l}-\alpha_{k}-\alpha_{l}\right)^{2} p_{k l}$, take derivative with respect to $\alpha_{k}$, we get

$$
\begin{equation*}
\sum_{l} \delta_{k l} p_{k l}=0, \quad \text { all } k \tag{A.1}
\end{equation*}
$$

Sum over $k$ in (A.1) we have

$$
\begin{align*}
0 & =\sum_{k} \sum_{l}\left(\mu_{k l}-\alpha_{k}-\alpha_{l}\right) p_{k l}=-2 \sum_{k} \sum_{l} \alpha_{k} p_{k l} \\
& =-2 \sum_{k} \alpha_{k} . \tag{A.2}
\end{align*}
$$

Now (A.1) and (A.2) gives

$$
\begin{aligned}
0 & =\sum_{l}\left(\mu_{k l}-\alpha_{k}-\alpha_{l}\right) p_{k l}=\sum_{l} \mu_{k l} p_{k l}-\alpha_{k} p_{k}-\sum_{l} \alpha_{l} p_{k l} \\
& =\sum_{l} \mu_{k l} p_{k l}-\alpha_{k} p_{k}-\sum_{l} \alpha_{l}\left[(1-f) p_{k} p_{l}+f p_{k} I(l=k)\right] \\
& =\sum_{l} \mu_{k l} p_{k l}-\alpha_{k} p_{k}-f \alpha_{k} p_{k},
\end{aligned}
$$

that is,

$$
\alpha_{k}=\frac{1}{(1+f) p_{k}} \sum_{l} \mu_{k l} p_{k l} .
$$

Then we have

$$
\operatorname{Cov}\left(Y_{i}, Y_{j} \mid f\right)=\operatorname{Cov}\left(g_{i}, g_{j} \mid f\right)+\operatorname{Cov}\left(G_{i}, G_{j}\right)+\operatorname{Cov}\left(e_{i}, e_{j}\right) .
$$

When $i=j, \operatorname{Cov}\left(G_{i}, G_{j}\right)=\sigma_{G}^{2}, \operatorname{Cov}\left(e_{i}, e_{j}\right)=\sigma_{e}^{2}$ and

$$
\operatorname{Cov}\left(g_{i}, g_{i} \mid f\right)=E\left(g_{i}^{2}\right)=\sum_{k} \sum_{l}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right)^{2} p_{k l} .
$$

By (A.1), the above is

$$
\begin{align*}
& \sum_{k} \sum_{l} \alpha_{k}^{2} p_{k l}+\sum_{k} \sum_{l} \alpha_{l}^{2} p_{k l}+\sum_{k} \sum_{l} \alpha_{k} \alpha_{l} p_{k l} \\
& \quad+\sum_{k} \sum_{l} \delta_{k}^{2} p_{k l} \tag{A.3}
\end{align*}
$$

Since $\sum_{l} p_{k l}=\sum_{l} p_{l k}=p_{k}$, we have

$$
\begin{aligned}
& \sum_{k} \sum_{l} \alpha_{k}^{2} p_{k l}+\sum_{k} \sum_{l} \alpha_{l}^{2} p_{k l}+2 \sum_{k} \alpha_{k}^{2} \sum_{l} p_{k l}=2 \sum_{k} \alpha_{k}^{2} p_{k}=\sigma_{a}^{2} ; \\
& \sum_{k} \sum_{l} \alpha_{k} \alpha_{k} p_{k l}=\sum_{k} \sum_{l} \alpha_{k} \alpha_{l}\left[(1-f) p_{k} p_{l}+f p_{k} I(l=k)\right] \\
& \quad=f \sum_{k} \alpha_{k}^{2} p_{k}=\frac{f}{2} \sigma_{a}^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{k} \sum_{l} \delta_{k l}^{2} p_{k l}=\sum_{k} \sum_{l} \alpha_{k l}\left[(1-f) p_{k} p_{l}+f p_{k} I(l=k)\right] \\
& =(1-f) \sum_{k} \sum_{l} \delta_{k l}^{2} p_{k} p_{l}+f \sum_{k} \delta_{k k}^{2} p_{k} \\
& =(1-f) \sigma_{d}^{2}+f \sigma_{0}^{2} ;
\end{aligned}
$$

so by (A.3) and the above three equations we have

$$
\operatorname{Cov}\left(g_{i}, g_{i} \mid f\right)(1+(f / 2)) \sigma_{a}^{2}+(1-f) \sigma_{d}^{2}+f \sigma_{0}^{2}
$$

If $i \neq j, \operatorname{Cov}\left(e_{i} e_{j}\right)=0$, by the central limit theorem of Lange ${ }^{22}$ and assume no dominance, we have approximately $\operatorname{Cov}\left(G_{i}, G_{j}\right)=2 \Phi_{i j} \sigma_{G}^{2}$ and

$$
\begin{aligned}
& \operatorname{Cov}\left(g_{i}, g_{j} \mid f\right)=E\left(g_{i} g_{j} \mid f\right)=\Delta_{7 i j} \sum_{k} \sum_{l}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right)^{2} p_{k l} \\
& +\Delta_{8 i j} \sum_{k} \sum_{l} \sum_{m}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right) \times\left(\alpha_{k}+\alpha_{m}+\delta_{k m}\right) p_{(k l)(k m)} \\
& +\Delta_{9 i j} \sum_{k} \sum_{l} \sum_{m} \sum_{n}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right)\left(\alpha_{m}+\alpha_{n}+\delta_{m n}\right) p_{k l} p_{m n} .
\end{aligned}
$$

By (A.1) and (A.2), the coefficient $\Delta_{9 i j}$ is zero. By the calculation for $E\left(g_{i}^{2}\right)$, the first term above is

$$
\begin{equation*}
\Delta_{7 i j}\left[\left(1+\frac{f}{2}\right) \sigma_{a}^{2}+(1-f) \alpha_{d}^{2}+f \sigma_{0}^{2}\right] \tag{A.4}
\end{equation*}
$$

the second term is

$$
\begin{aligned}
& \Delta_{8 i j}\left[\sum_{k} \sum_{l} \sum_{m} \alpha_{k}^{2} p_{(k l)(k m)}+\sum_{k} \sum_{l} \sum_{m} \alpha_{k} \alpha_{m} p_{(k l)(k m)}\right. \\
& \quad+\sum_{k} \sum_{l} \sum_{m} \alpha_{k} \delta_{k m} p_{(k l)(k m)}+\sum_{k} \sum_{l} \sum_{m} \alpha_{l} \alpha_{k} p_{(k l)(k m)} \\
& \quad+\sum_{k} \sum_{l} \sum_{m} \alpha_{l} \alpha_{m} p_{(k l)(k m)}+\sum_{k} \sum_{l} \sum_{m} \alpha_{l} \delta_{k m} p_{(k l)(k m)} \\
& \quad+\sum_{k} \sum_{l} \sum_{m} \alpha_{k} \delta_{k l} p_{(k l)(k m)}+\sum_{k} \sum_{l} \sum_{m} \alpha_{m} \alpha_{k l} p_{(k l)(k m)} \\
& \\
& \left.+\sum_{k} \sum_{l} \sum_{m} \delta_{k l} \delta_{k m} p_{(k l)(k m)}\right] .
\end{aligned}
$$

From (5) it is easy to check that

$$
\begin{align*}
& \sum_{m} p_{(k l)(k m)}=p_{k l}, \quad \sum_{l} p_{(k l)(k m)}=p_{k m}, \\
& \sum_{k} p_{(k l)(k m)}=\left(1-f^{2}\right) p_{l} p_{m}+f^{2} p_{l} I(m=l), \tag{A.5}
\end{align*}
$$

so by (A.2) the coefficient of $\Delta_{8 i j}$ is

$$
\begin{aligned}
& \sum_{k} \alpha_{k}^{2} p_{k}+2 \sum_{k} \sum_{l} \alpha_{k} \alpha_{l} p_{k l}+\sum_{l} \sum_{m} \alpha_{l} \alpha_{m}\left(\left(1-f^{2}\right) p_{l} p_{m}\right. \\
& \left.+f^{2} p_{l} I(l=m)\right)+2 \sum_{k} \sum_{l} \sum_{m} \alpha_{l} \delta_{k m} p_{(k l)(k m)} \\
& +\sum_{k} \sum_{l} \sum_{m} \delta_{k l} \delta_{k m} p_{(k l)(k m)} .
\end{aligned}
$$

Since $\sum_{k} \sum_{l} \alpha_{k} \alpha_{l} p_{k l}=f \sigma_{a}^{2} / 2$, the above is

$$
\begin{align*}
& \left(\frac{1}{2}+f+\frac{f^{2}}{2}\right)+2 \sum_{k} \sum_{l} \sum_{m} \alpha_{l} \delta_{k m} p_{(k l)(k m)} \\
& \quad+\sum_{k} \sum_{l} \sum_{m} \delta_{k l} \delta_{k m} p_{(k l)(k m)} . \tag{A.6}
\end{align*}
$$

By (5) and (A.1), the middle term in the above is

$$
2 \sum_{k} \sum_{l} \alpha_{l}\left(p_{k l} / p_{k}\right) \sum_{m} \delta_{k m} p_{k m}=0 .
$$

By the same way, the last term in (A.6) is

$$
\sum_{k} \sum_{l} \delta_{k l}\left(p_{k l} / p_{k}\right) \sum_{m} \delta_{k m} p_{k m}=0,
$$

so the coefficient of $\Delta_{8 i j}$ is

$$
\begin{equation*}
\frac{(1+f)^{2}}{2} \sigma_{a}^{2} . \tag{A.7}
\end{equation*}
$$

Now collecting terms we have

$$
\begin{aligned}
\operatorname{Cov}\left(g_{i}, g_{j} \mid f\right)= & \Delta_{7 i j}\left[\left(1+\frac{f}{2}\right) \sigma_{a}^{2}+(1-f) \sigma_{d}^{2}+f \sigma_{0}^{2}\right] \\
& +\Delta_{8 i j} \frac{(1+f)^{2}}{2} \sigma_{a}^{2}
\end{aligned}
$$

## Appendix B

When $i=j, \pi_{i i}{ }^{\prime}=2$ which is noninformative about traitmarker relationship, so $\operatorname{Cov}\left(g_{i}, g_{i} \mid f, \zeta, \pi_{i i}\right)=\operatorname{Cov}\left(g_{i}, g_{i} \mid f\right)$, which has the same expression as in (8). When $i \neq j$,

$$
\begin{align*}
& \operatorname{Cov}\left(g_{i}, g_{i} \mid f, \zeta, \pi_{i j}\right)=\Delta_{7 i j}\left(\pi_{i j}\right) \sum_{k} \sum_{l}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right)^{2} p_{(k l)(k l) \pi \pi_{i j}=2} \\
& +\Delta_{8 i j}\left(\pi_{i j}\right) \sum_{k} \sum_{l} \sum_{m}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right) \times\left(\alpha_{k}+\alpha_{m}+\delta_{k m}\right) p_{(k)(k m) \mid \pi^{\prime} i^{\prime}=1} \\
& +\Delta_{9 i j}\left(\pi_{i j}\right) \sum_{k} \sum_{l} \sum_{m} \sum_{n}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right)\left(\alpha_{m}+\alpha_{n}+\delta_{m n}\right) p_{(k l)(m n) \mid \pi^{\prime} i j}=0 . \tag{B.1}
\end{align*}
$$

We first derive the conditional probabilities $p_{(k l)(m n) \mid \pi_{i j}}^{\prime} \mathrm{S}$ in (B.1). Since conditioning on the IBD status, those quantities are independent of relatedness of the pair, only depend on the relationships among the trait and marker alleles through $f$ and $\zeta$, in other words, given IBD status, different alleles in one configuration are independent with
those in the other one. We have

$$
p_{(k l)(k)| | x_{i j}^{\prime}=0}=\sum_{r} \sum_{s} \sum_{u} \sum_{v} P\left(\frac{A_{k} A_{l}}{a_{r} a_{s}}, \frac{A_{k} A_{l}}{a_{u} a_{v}}\right) .
$$

Now the two configurations share $A_{k} A_{l}$ in common, if we fix it, the two configurations are independent each other, so we rewrite the above as

$$
\begin{align*}
& \sum_{r} \sum_{s} \sum_{u} \sum_{v} P\left(A_{k} A_{l}\right) P\left(\frac{A_{k} A_{l}}{a_{r} a_{s}}, \left.\frac{A_{k} A_{l}}{a_{u} a_{v}} \right\rvert\, A_{k} A_{l}\right) \\
& =P\left(A_{k} A_{l}\right) \sum_{r} \sum_{s} \sum_{u} \sum_{v} P\left(\left.\frac{A_{k} A_{l}}{a_{r} a_{s}} \right\rvert\, A_{k} A_{l}\right) P\left(\left.\frac{A_{k} A_{l}}{a_{u} a_{v}} \right\rvert\, A_{k} A_{l}\right) \\
& =P\left(A_{k} A_{l}\right) \sum_{r} \sum_{s} \sum_{u} \sum_{v} \frac{P\left(\left(A_{k} A_{l}\right) /\left(a_{r} a_{s}\right)\right)}{P\left(A_{k} A_{l}\right)} \frac{P\left(\left(A_{k} A_{l}\right) /\left(a_{u} a_{v}\right)\right)}{P\left(A_{k} A_{l}\right)} \\
& =\frac{1}{p_{k l}} \sum_{r} \sum_{s} \sum_{u} \sum_{v} p_{(k l, r s)} p_{(k l, u v)}=p_{k l} . \tag{B.2}
\end{align*}
$$

Similarly,

$$
\begin{align*}
& p_{(k l)(k m) \mid \pi_{i j}^{\prime}=0} \\
& =\sum_{r} \sum_{s} \sum_{u} \sum_{v} P\left(\frac{A_{k} A_{l}}{a_{r} a_{s}}, \frac{A_{k} A_{m}}{a_{u} a_{v}}\right) \\
& =P\left(A_{k}\right) \sum_{r} \sum_{s} \sum_{u} \sum_{v} P\left(\frac{A_{k} A_{l}}{a_{r} a_{s}}, \left.\frac{A_{k} A_{m}}{a_{u} a_{v}} \right\rvert\, A_{k}\right)  \tag{B.3}\\
& =P\left(A_{k}\right) \sum_{r} \sum_{s} \sum_{u} \sum_{v} P\left(\left.\frac{A_{k} A_{l}}{a_{r} a_{s}} \right\rvert\, A_{k} A_{l}\right) P\left(\left.\frac{A_{k} A_{m}}{a_{u} a_{v}} \right\rvert\, A_{k} A_{l}\right) \\
& =\frac{1}{p_{k}} \sum_{r} \sum_{s} \sum_{u} \sum_{v} p_{(k l, r s)} p_{(k m, u v)}=\frac{p_{k l} p_{k m}}{p_{k}}, \\
& \begin{aligned}
& p_{(k l)(m n) \mid \pi_{i j}^{\prime}=0}=\sum_{r} \sum_{s} \sum_{u} \sum_{v} P\left(\frac{A_{k} A_{l}}{a_{r} a_{s}}, \frac{A_{m} A_{n}}{a_{u} a_{v}}\right) \\
&=\sum_{r} \sum_{s} P\left(\frac{A_{k} A_{l}}{a_{r} a_{s}}\right) \sum_{u} \sum_{v} P\left(\frac{A_{m} A_{n}}{a_{u} a_{v}}\right) \\
&=\sum_{r} \sum_{s} p_{(k l, r s)} \sum_{u} \sum_{v} p_{(m n, u v)}=p_{k l} p_{m n},
\end{aligned}
\end{align*}
$$

$$
\begin{aligned}
p_{(k l)(k l) \mid \pi_{i j}^{\prime}=0}= & \sum_{r} \sum_{s} \sum_{u}\left[\frac{1}{2} P\left(\frac{A_{k} A_{l}}{a_{r} a_{s}} \frac{A_{k} A_{l}}{a_{u} a_{v}}\right)\right. \\
& \left.+\frac{1}{2} P\left(\frac{A_{k} A_{l}}{a_{s} a_{r}}, \frac{A_{k} A_{l}}{a_{u} a_{r}}\right)\right],
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{r} \sum_{s} \sum_{u} P\left(\frac{A_{k} A_{l}}{a_{r} a_{s}}, \frac{A_{k} A_{l}}{a_{r} a_{u}}\right) \\
& =\sum_{r} \sum_{s} \sum_{u} P\left(\frac{A_{k} A_{l}}{a_{r}}\right) P\left(\frac{A_{k} A_{l}}{a_{r} a_{s}}, \left.\frac{A_{k} A_{l}}{a_{r} a_{u}} \right\rvert\, \frac{A_{k} A_{l}}{a_{r}}\right) \\
& =\sum_{r} \sum_{s} \sum_{u} p_{(k l, r)} \frac{p_{(k l, r s)}}{p_{(k l, r)}} \frac{p_{(k l, r u)}}{p_{(k l, r)}}=\sum_{r} \sum_{s} \sum_{u} \frac{p_{(k l, r s)} p_{(k l, r u)}}{p_{(k l, r)}} \\
& =\sum_{r} \frac{p_{(k l, r)} p_{(k l, r)}}{p_{(k l, r)}}=p_{k l,}
\end{aligned}
$$

where $p_{(k l, r)}=\sum s p_{(k l, r s)}$. The same reason gives

$$
\sum_{r} \sum_{s} \sum_{u} P\left(\frac{A_{k} A_{l}}{a_{s} a_{r}}, \frac{A_{k} A_{l}}{a_{u} a_{r}}\right)=p_{k l},
$$

so we have

$$
\begin{equation*}
p_{(k l)(k l) \mid \pi_{i j}^{\prime}}=1=p_{k l} . \tag{B.5}
\end{equation*}
$$

Also

$$
p_{(k l)(k l) \mid \pi i_{i j}^{\prime}=1}=\sum_{r} \sum_{s} \sum_{u} \frac{p_{(k l, r s)} p_{(k m, r u)}}{p_{(k, r)}}=\sum_{r} \frac{p_{(k l, r)} p_{(k m, r)}}{p_{(k, r)}},
$$

where

$$
\begin{aligned}
& p_{(k l, r)}=\sum_{s} p(k l, r s)=p_{k l}\left(q_{r}-\zeta p_{r}\right)+\zeta p_{k l} I(r=k) \\
& \operatorname{and} p_{(k, r)}=\sum_{l} p(k l, r)=p_{k}\left(q_{r}-\zeta p_{r}\right)+\zeta p_{k} I(r=k) .
\end{aligned}
$$

So

$$
\begin{align*}
& p_{(k l)(k m) \mid \pi_{i j}^{\prime}=1} \\
& =\sum_{r} \frac{\left[p_{k l}\left(q_{r}-\zeta p_{r}\right)+\zeta p_{k l} I(r=k)\right]\left[p_{k m}\left(q_{r}-\zeta p_{r}\right)+\zeta p_{k m} I(r=k)\right]}{p_{k}\left(q_{r}-\zeta p_{r}\right)+\zeta p_{k} I(r=k)} \\
& =\sum_{r \neq k} \frac{p_{k l} p_{k m}}{p_{k}}\left(q_{r}-\zeta p_{r}\right) \\
& +\frac{\left[p_{k l}\left(q_{k}-\zeta p_{k}\right)+\zeta p_{k l}\right]\left[p_{k m}\left(q_{k}-\zeta p_{k}\right)+\zeta p_{k m}\right]}{p_{k}\left(q_{k}-\zeta p_{k}\right)+\zeta p_{k}}=\frac{p_{k l} p_{k m}}{p_{k}}, \tag{B.6}
\end{align*}
$$

$$
\begin{aligned}
& p_{(k l)(m n) \mid \pi_{i j}^{\prime}=1}=\sum_{r} \sum_{s} \sum_{u}\left[\frac{1}{2} \frac{p_{(k l, r s)} p_{(m n, r u)}}{q_{r}}+\frac{1}{2} \frac{p_{(k l, s r)} p_{(m n, u r)}}{q_{r}}\right], \\
& \sum_{r} \sum_{s} \sum_{u} \frac{p_{(k l, r s)} p_{(m n, r u)}}{q_{r}}=\sum_{r} \frac{p_{(k l, r)} p_{(m n, r)}}{q_{r}} \\
& =p_{k l} p_{m n} \sum_{r} \frac{1}{q_{r}}\left(q_{r}-\zeta p_{r}+\zeta I(r=k)\right) \\
& \times\left(q_{r}-\zeta p_{r}+\zeta I(r=m)\right) \\
& =p_{k l} p_{m n}\left[1+\zeta^{2} \sum_{r} \frac{p_{r}^{2}}{q_{r}}-\zeta^{2}\left(\frac{p_{m}}{q_{m}}+\frac{p_{k}}{q_{k}}\right)+\zeta^{2} \frac{I(k=m)}{q_{k}}\right],
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{r} \sum_{s} \sum_{u} \frac{p_{(k l, s r)} p_{(m n, u r)}}{q_{r}} \\
& =p_{k l} p_{m n}\left[1+\zeta^{2}\left(\sum_{r} \frac{p_{r}^{2}}{q_{r}}-\frac{p_{n}}{q_{n}}-\frac{p_{l}}{q_{l}}+\frac{I(n=l)}{q_{l}}\right)\right],
\end{aligned}
$$

so

$$
\begin{align*}
p_{(k l)(m n) \mid \pi_{i j}^{\prime}=1}= & p_{k l} p_{m n}\left[1+\zeta^{2}\left(\sum_{r} \frac{p_{r}^{2}}{q_{r}}-\frac{1}{2}\left(\frac{p_{m}}{q_{m}+} \frac{p_{k}}{q_{k}}+\frac{p_{n}}{q_{n}}+\frac{p_{l}}{q_{l}}\right)\right.\right. \\
& \left.\left.+\frac{1}{2}\left(\frac{I(k=m)}{q_{k}}+\frac{I(n=l)}{q_{l}}\right)\right)\right] \tag{B.7}
\end{align*}
$$

Also

$$
\begin{equation*}
p_{(k l)\left(k l| | \pi_{i j}^{\prime}=2\right.}=\sum_{r} \sum_{s} P\left(\frac{A_{k} A_{l}}{a_{r} a_{s}}\right)=\sum_{r} \sum_{s} p_{(k l, r s)=} p_{k l}, \tag{B.8}
\end{equation*}
$$

and

$$
\begin{aligned}
p_{(k l)(k m) \mid \pi_{i j}=2} & =\sum_{r} \sum_{s} P\left(\frac{A_{k} A_{l}}{a_{r} a_{s}}, \frac{A_{k} A_{m}}{a_{r} a_{s}}\right) \\
& =\sum_{r} \sum_{s} P\left(\frac{A_{k}}{a_{r} a_{s}}\right) P\left(\frac{A_{k} A_{l}}{a_{r} a_{s}}, \left.\frac{A_{k} A_{m}}{a_{r} a_{s}} \right\rvert\, \frac{A_{k}}{a_{r} a_{s}}\right) \\
& =\sum_{r} \sum_{s} P\left(\frac{A_{k}}{a_{r} a_{s}}\right) P\left(\left.\frac{A_{k} A_{l}}{a_{r} a_{s}} \right\rvert\, \frac{A_{k}}{a_{r} a_{s}}\right) P\left(\left.\frac{A_{k} A_{m}}{a_{r} a_{s}} \right\rvert\, \frac{A_{k}}{a_{r} a_{s}}\right) \\
& =\sum_{r} \sum_{s} \frac{p_{(k l, r s)} p_{(k m, r s)}}{p_{(k, r s)}},
\end{aligned}
$$

where $p_{(k, r s)}=\sum_{l} p_{(k l, r s)}=p_{k}\left(q_{r s}-\zeta p_{r s}+\zeta(1-f) p_{s} I(r=k)+\zeta I(r=\right.$ $s=k)$ ), so

$$
\begin{align*}
p_{(k l)(k m) \mid x_{i j}^{\prime}=2}= & \frac{p_{k l} p_{k m}}{p k} \sum_{r} \sum_{s}\left(q_{r s}-\zeta p_{r s}+\zeta I((r, s)=(k, l))\right) \\
& \times \frac{\left(q_{r s}-\zeta p_{r s}+\zeta I((r, s)=(k, m))\right)}{q_{r s}-\zeta p_{r s}+\zeta(1-f) p_{s} I(r=k)+\zeta I(r=s=k)} \\
= & \frac{p_{k l} p_{k m}}{p_{k}}\left[(1-\zeta)-\left(q_{k}-\zeta p_{k}\right)\right] \\
& +\sum_{s} \frac{\left(q_{k s}-\zeta p_{k s}\right)^{2}}{q_{r s}-\zeta p_{r s}+\zeta(1-f) p_{s}+\zeta I(s=k)} \\
& +\frac{2 \zeta\left(q_{k m}-\zeta p_{k m}\right)}{q_{k m}-\zeta p_{k m}+\zeta(1-f) p_{m}+\zeta f I(k=m)} \\
& \left.+\frac{\zeta^{2} I(l=m)}{q_{k m}-\zeta p_{k m}+\zeta(1-f) p_{m}+\zeta f I(l=m)}\right] . \tag{B.9}
\end{align*}
$$

Lastly

$$
\begin{align*}
p_{(k l)(m n) \mid \pi_{i j}^{\prime}=2}= & \sum_{r} \sum_{s} P\left(\frac{A_{k} A_{l}}{a_{r} a_{s}}, \frac{A_{m} A_{n}}{a_{r} a_{s}}\right) \\
= & \sum_{r} \sum_{s} P\left(a_{r} a_{s}\right) P\left(\frac{A_{k} A_{l}}{a_{r} a_{s}}, \left.\frac{A_{m} A_{n}}{a_{r} a_{s}} \right\rvert\, a_{r} a_{s}\right) \\
= & \sum_{r} \sum_{s} \frac{p_{(k l, r s)} p_{(m n, r s)}}{q_{r s}} \\
= & \sum_{r} \sum_{s}\left[p_{k l}\left(q_{r s}-\zeta p_{r s}\right)+\zeta p_{k l} I((r, s)=(k, l))\right] \\
& \times \frac{\left[p_{m n}\left(q_{r s}-\zeta p_{r s}\right)+\zeta p_{m n} I((r, s)=(m, n))\right]}{q_{r s}} \\
= & p_{k l} p_{m n}\left[1+\zeta^{2} \sum_{r} \sum_{s} \frac{p_{r s}^{2}}{q_{r s}}-\zeta^{2}\left(\frac{p_{m n}}{q_{m n}}+\frac{p_{k l}}{q_{k l}}\right)\right. \\
& \left.+\zeta^{2} I((k, l)=(m, n))\right] . \tag{B.10}
\end{align*}
$$

Now we compute the covariance (B.1) for different values of the $\pi^{\prime}{ }_{i j}$ 's. If $\pi^{\prime}{ }_{i j}=0$, by (B.2)-(B.4) and Appendix A, we have the same expression of (B.1) as in (8).

If $\pi^{\prime}{ }_{i j}=1$, by (B.5)-(B.7), the coefficient of $\Delta_{7 i j}\left(\pi_{i j}\right)$ and $\Delta_{8 i j}\left(\pi_{i j}\right)$ in (B.1) are the same as that in (A.4) and (A.7); the coefficient of $\Delta_{9 i j}\left(\pi_{i j}\right)$ in (B.1) has four terms corresponding to those in (B.7), the first two terms are zero by the computation in Appendix A, by its symmetry in ( $k, l, m, n$ ),
the last two terms are

$$
\begin{align*}
& \sum_{k} \sum_{l} \sum_{m} \sum_{n}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right)\left(\alpha_{m}+\alpha_{n}+\delta_{m n}\right) \\
& \quad\left(-2 \zeta^{2} \frac{p_{k l} p_{m n} p_{m}}{q_{m}}+\zeta^{2} \frac{p_{k l} p_{m n}}{q_{k}} I(m=k)\right), \tag{B.11}
\end{align*}
$$

since

$$
\sum_{k} \sum_{l}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right) p_{k l}=0,
$$

the first term above is zero. By expanding and check each term using (A.1) and (A.2), the second term above, and hence the coefficient of $\Delta_{9 i j}\left(\pi_{\mathrm{ij}}\right)$ is

$$
\zeta^{2}(1+f)^{2} \sum_{k} \alpha_{k}^{2} \frac{p_{k}^{2}}{q_{k}} .
$$

If $\pi^{\prime}{ }_{i j}=2$, by (B.8), the coefficient of $\Delta_{7 i j}\left(\pi_{i j}\right)$ is the same as before. Now we compute the coefficient of $\Delta_{8 i j}\left(\pi_{i j}\right)$. We expand it in five terms as in (B.9). The first term is $(1+f)^{2}(1-\zeta) \sigma_{a}^{2} / 2$ by the computation in Appendix A. Expanding the same way as in Appendix A, the second term is

$$
\begin{align*}
& -\sum_{k} \alpha_{k}^{2} p_{k}\left(q_{k}-\zeta p_{k}\right)-2 \sum_{k} \sum_{l} \alpha_{k} \alpha_{l} p_{k l}\left(q_{k}-\zeta p_{k}\right) \\
& -\sum_{k} \sum_{l} \sum_{m} \alpha_{k} \alpha_{l} \frac{p_{k k} p_{k m}}{p_{k}}\left(q_{k}-\zeta p_{k}\right) \\
& -2 \sum_{k} \sum_{l} \sum_{m} \alpha_{l} \delta_{k m} \frac{p_{k l} p_{k m}}{p_{k}}\left(q_{k}-\zeta p_{k}\right)  \tag{B.12}\\
& -\sum_{k} \sum_{l} \sum_{m} \delta_{k l} \delta_{k m} \frac{p_{k l} p_{k m}}{p_{k}}\left(q_{k}-\zeta p_{k}\right),
\end{align*}
$$

the last two terms above are zero by (A.1). Since

$$
\begin{equation*}
\sum_{l} \alpha_{l} p_{k l}=f \alpha_{k} p_{k} \tag{B.13}
\end{equation*}
$$

substitute this into the second and the third term in (B.12), it becomes $-(1+f)^{2} \sum_{k} \alpha_{k}^{2} p_{k}\left(q_{k}-\zeta p_{k}\right)$. By expanding the same way, the third term is

$$
\begin{align*}
& \sum_{k} \alpha_{k}^{2} p_{k} \sum_{s} \frac{\left(q_{k s}-\zeta p_{k s}\right)^{2}}{q_{k s}-\zeta p_{k s}+\zeta(1-f) p_{s}+\zeta I(q=k)} \\
& +2 \sum_{k} \sum_{l} \alpha_{k} \alpha_{l} p_{k l} \sum_{s} \frac{\left(q_{k s}-\zeta p_{k s}\right)^{2}}{q_{k s}-\zeta p_{k s}+\zeta(1-f) p_{s}+\zeta f I(s=k)} \\
& +\sum_{k} \sum_{l} \sum_{m} \alpha_{l} \alpha_{m} \frac{p_{k l} p_{k m}}{p_{k}} \sum_{s} \frac{\left(q_{k s}-\zeta p_{k s}\right)^{2}}{q_{k s}-\zeta p_{k s}+\zeta(1-f) p_{s}+\zeta f I(s=k)} \\
& +2 \sum_{k} \sum_{l} \sum_{m} \alpha_{l} \delta_{k m} \frac{p_{k l} p_{k m}}{p_{k}} \sum_{s} \frac{\left(q_{k s}-\zeta p_{k s}\right)^{2}}{q_{k s}-\zeta p_{k s}+\zeta(1-f) p_{s}+\zeta f I(s=k)} \\
& +\sum_{k} \sum_{l} \sum_{m} \delta_{k l} \delta_{k m} \frac{p_{k l} p_{k m}}{p_{k}} \sum_{s} \frac{\left(q_{k s}-\zeta p_{k s}\right)^{2}}{q_{k s}-\zeta p_{k s}+\zeta(1-f) p_{s}+\zeta I I(s=k)} . \tag{B.14}
\end{align*}
$$

The last two terms in (B.14) are zero. Substitute (B.13) into the second and third term in (B.14), it becomes

$$
(1+f)^{2} \sum_{k} \alpha_{k}^{2} p_{k} \sum_{s} \frac{\left(q_{k}-\zeta p_{k s}\right)^{2}}{q_{k s}-\zeta p_{k s}+\zeta(1-f) p_{s}+\zeta f I(s=k)} ;
$$

now combine the second and the third terms gives

$$
-\zeta(1+f)^{2} \sum_{k} \alpha_{k}^{2} p_{k} \sum_{s} \frac{\left(q_{k s}-\zeta p_{k s}\right)\left[(1-f) p_{s}+f I(s=k)\right]}{q_{k s}-\zeta p_{k s}+\zeta(1-f) p_{s}+\zeta f I(s=k)} ;
$$

the fourth term is

$$
\begin{gathered}
2 \zeta \sum_{k} \sum_{l} \sum_{m}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right)\left(\alpha_{k}+\alpha_{m}+\delta_{k m}\right) \\
\frac{p_{(k l)(k m)}\left(q_{k m}-\zeta p_{k m}\right)}{q_{k m}-\zeta p_{k m}+\zeta(1-f) p_{m}+f \zeta I(k=m)}
\end{gathered}
$$

the fifth term is

$$
\zeta^{2} \sum_{k} \sum_{l}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right)^{2} \frac{p_{k l}^{2}}{p_{k}\left[q_{k l}-\zeta p_{k l}+\zeta(1-f) p_{l}+f \zeta\right]}
$$

For the coefficient of $\Delta_{9 i j}\left(\pi_{i j}\right)$, we expand it in four terms according to (B.10), the first two terms are zero by the computation in Appendix A, so it reduces to

$$
\begin{aligned}
& \sum_{k} \sum_{l} \sum_{m} \sum_{n}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right)\left(\alpha_{m}+\alpha_{n}+\delta_{m n}\right) \\
& \left(-2 \zeta^{2} p_{k l} \frac{p_{m n}^{2}}{q_{m n}}+\zeta^{2} p_{k l} p_{m n} I((k, l)=(m, n))\right)
\end{aligned}
$$

the first term above is zero since $\sum \sum\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right) p_{k l}=0$, the second term, and hence the ${ }^{k}$ coefficient of $\Delta_{9 i j}\left(\pi_{i j}\right)$ is $\zeta^{2} \sum_{k} \sum_{l}\left(\alpha_{k}+\alpha_{l}+\delta_{k l}\right)^{2} p_{k l}^{2}$, which is

$$
\begin{aligned}
& \zeta^{2}\left[2 \sum_{k} \sum_{l} \alpha_{k}^{2} p_{k l}^{2}+\sum_{k} \sum_{l} \delta_{k l}^{2} p_{k l}^{2}+4 \sum_{k} \sum_{l} \alpha_{k} \delta_{k l} p_{k l}^{2}\right. \\
& \left.\quad+2 \sum_{k} \sum_{l} \alpha_{k} \alpha_{l} p_{k l}^{2}\right] .
\end{aligned}
$$

The first term in the bracket above is

$$
\begin{aligned}
& 2 \sum_{k} \sum_{l} \alpha_{k}^{2}\left[(1-f) p_{k} p_{l}+f p_{k} I(l=k)\right]^{2} \\
& =2(1-f)^{2} \sum_{k} \sum_{l} \alpha_{k}^{2} p_{k}^{2} p_{l}^{2}+4 f(1-f) \sum_{k} \alpha_{k}^{2} p_{k}^{3} \\
& +2 f^{2} \sum_{k} \alpha_{k}^{2} p_{k}^{2}
\end{aligned}
$$

the second term is

$$
\begin{aligned}
& \sum_{k} \sum_{l} \delta_{k l}^{2}\left[(1-f) p_{k} p_{l}+f p_{k} I(l=k)\right]^{2} \\
& =(1-f)^{2} \sum_{k} \sum_{l} \delta_{k l}^{2} p_{k}^{2} p_{l}^{2}+2 f(1-f) \sum_{k} \delta_{k k}^{2} p_{k}^{3} \\
& +f^{2} \sum_{k} \delta_{k k}^{2} p_{k}^{2}
\end{aligned}
$$

the third term is

$$
\begin{aligned}
& 4 \sum_{\mathrm{k}} \sum_{l} \alpha_{k} \delta_{k l}\left[(1-f) p_{k} p_{l}+f p_{k} I(l=k)\right]^{2} \\
& =4(1-f)^{2} \sum_{k} \sum_{l} \alpha_{k} \delta_{k l} p_{k}^{2} p_{l}^{2}+8 f(1-f) \sum_{k} \alpha_{k} \delta_{k k} p_{k}^{3} \\
& +4 f^{2} \sum_{k} \alpha_{k} \delta_{k k} p_{k}^{2}
\end{aligned}
$$

the fourth term is

$$
\begin{aligned}
& 2 \sum_{k} \sum_{l} \alpha_{k} \alpha_{l}\left[(1-f) p_{k} p_{l}+f p_{k} I(l=k)\right]^{2} \\
& =2(1-f)^{2}\left(\sum_{k} \alpha_{k} p_{k}^{2}\right)^{2}+4 f(1-f) \sum_{k} \alpha_{k}^{2} p_{k}^{3} \\
& +2 f^{2} \sum_{k} \alpha_{k}^{2} p_{k}^{2} .
\end{aligned}
$$

Now collect terms, the coefficient of $\Delta_{9 i j}\left(\pi_{i j}\right)$ is

$$
\begin{aligned}
& \zeta^{2}\left[2(1-f)^{2} \sum_{k} \sum_{l} \alpha_{k}^{2} p_{k}^{2} p_{l}^{2}+8 f(1-f) \sum_{k} \alpha_{k}^{2} p_{k}^{3}\right. \\
& +4 f^{2} \sum_{k} \alpha_{k}^{2} p_{k}^{2}+(1-f)^{2} \sum_{k} \sum_{l} \delta_{k l}^{2} p_{k}^{2} p_{l}^{2} \\
& +2 f(1-f) \sum_{k} \delta_{k k}^{2} p_{k}^{3}+f^{2} \sum_{k} \delta_{k k}^{2} p_{k}^{2} \\
& +4(1-f)^{2} \sum_{k} \sum_{l} \alpha_{k} \delta_{k l} p_{k}^{2} p_{l}^{2}+8 f(1-f) \sum_{k} \alpha_{k} \delta_{k k} p_{k}^{3} \\
& \left.+4 f^{2} \sum_{k} \alpha_{k} \delta_{k k} p_{k}^{2}+2(1-f)^{2}\left(\sum_{k} \alpha_{k} p_{k}^{2}\right)^{2}\right]
\end{aligned}
$$

## Appendix C

Let $\xi=(\alpha, \beta), \quad \xi_{0}=\left(\alpha_{0}, \beta\right)$, and define $\xi_{1}$ and the hat notations for the corresponding estimates. Let $\hat{I}(\xi)$ be the
empirical Fisher information matrix evaluated at ( $\xi$ ), by Taylor expansion,

$$
\begin{aligned}
& L\left(\hat{\xi}_{0} \mid \mathbf{Y}\right)=L\left(\xi_{0} \mid \mathbf{Y}\right)+\frac{n}{2}\left(\hat{\xi}_{0}-\xi_{0}\right)^{\prime} \hat{I}^{-1}\left(\xi_{0}\right)\left(\hat{\xi}_{0}-\xi_{0}\right)+o_{P}(1), \\
& L\left(\hat{\xi}_{1} \mid \mathbf{Y}\right)=L\left(\xi_{1} \mid \mathbf{Y}\right)+\frac{n}{2}\left(\hat{\xi}_{1}-\xi_{1}\right)^{\prime} \hat{I}^{-1}\left(\xi_{1}\right)\left(\hat{\xi}_{1}-\xi_{1}\right)+o_{P}(1),
\end{aligned}
$$

and its is well known that, under $H_{1}$, as $n \rightarrow \infty$,

$$
\begin{aligned}
& \frac{n}{2}\left(\left(\hat{\xi}_{1}-\xi_{1}\right)\right)^{\prime} \hat{I}^{-1}\left(\xi_{1}\right)\left(\hat{\xi}_{1}-\xi_{1}\right) \\
& -\left(\hat{\xi}_{0}-\xi_{0}\right)^{\prime} \hat{I}^{-1}\left(\xi_{0}\right)\left(\hat{\xi}_{0}-\xi_{0}\right) \xrightarrow{D} \chi_{k}^{2}
\end{aligned}
$$

Also, since the familial structures are homogeneous, so

$$
\begin{aligned}
\log \frac{L\left(\alpha_{1} \mid \mathbf{Y}\right)}{L\left(\xi_{0} \mid \mathbf{Y}\right)} & =n \frac{1}{n} \sum_{i=1}^{n} \log \frac{L\left(\xi_{1} \mid \mathbf{Y}_{i}\right)}{L\left(\xi_{0} \mid \mathbf{Y}_{i}\right)} \\
& =n D\left(\alpha_{1} \| \alpha_{0}\right)+o_{P}(\sqrt{n}) .
\end{aligned}
$$

Thus under $H_{1}$,

$$
\begin{aligned}
& -2 \log \frac{L\left(\hat{\xi}_{0} \mid \mathbf{Y}\right)}{L\left(\hat{\xi}_{1} \mid \mathbf{Y}\right)}=2\left(\log \frac{L\left(\xi_{1} \mid \mathbf{Y}\right)}{L\left(\xi_{0} \mid \mathbf{Y}\right)}\right. \\
& \left.+\frac{n}{2}\left(\hat{\xi}_{1}-\xi_{1}\right)^{\prime} \hat{I}^{-1}\left(\xi_{1}\right)\left(\hat{\xi}_{1}-\xi_{1}\right)-\left(\hat{\xi}_{0}-\xi_{0}\right)^{\prime} \hat{I}^{-1}\left(\xi_{0}\right)\left(\hat{\xi}_{0}-\xi_{0}\right)\right) \\
& \approx 2 n D\left(\alpha_{1} \| \alpha_{0}\right)+\chi_{k}^{2} .
\end{aligned}
$$
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