
A president arguing that his nation isn’t 
at war because his forces are using 
only robotic weapons. An arms-

control meeting forlornly trying to ban the 
development of armed autonomous robots. 
Criminals using tiny robotic helicopters in 
a jewellery heist. These are not tales from an 
Isaac Asimov novel; they are real events that 
happened within the past year. 

From gunpowder to the atomic bomb to 
robots, history is full of weapons technolo-
gies so disruptive that they change the rules. 
These deadly applications, or ‘killer apps’, 
often begin in the military sector but have 
ripple effects beyond their intended uses. 
The Manhattan Project to develop the first 
atomic bomb was at its core a military-
funded experiment to bundle the greatest 
explosive power into the smallest delivery 
package possible. 

But that research opened up entirely new 
areas of physics, revolutionized the energy 

industry and transformed world politics. 
What is different today is the speed with 

which our technology can outpace our ethi-
cal and policy responses to it. Astounding 
advances grab the headlines so frequently 
that the public has become numb to their 
significance — whether it is robotic planes, 
directed-energy weapons such as high-
energy lasers, or ‘electric skin’, tiny sensors 
that are applied to the body like tattoos.

We are “giants” when it comes to tech-
nology, but “ethical infants” when it comes 
to understanding its consequences, as US 
Army general Omar Bradley remarked 
in 1948. Bradley was referring to nuclear 
research, but as the pace of technologic 
change takes off, that gulf — between our 
sophisticated inventions and our crude grasp 
of the consequences — continues to widen. 
We need to start bridging it.

I, ROBOT
Robotics is an excellent case study of this 
gulf. Over the past ten years, the United 
States and 45 other nations have gone from 
looking at robots as mere science fiction to 
using them in their military forces. For 

stockpile. JASON now sees a healthy 
stockpile as obviating the need for design-
ing new weapons and as an alternative 
to resuming underground testing. One 
such study helped to doom the push, by 
the administration of former president 
George W. Bush, to develop a new bomb: 
the Reliable Replacement Warhead. Over 
the years, JASON’s studies have vetted the 
national laboratories’ nuclear stockpile 
programmes enough times that Congress 
occasionally mandates that a programme 
can’t be re-funded until JASON reviews it. 

The JASONs feel strongly about this 
work. Scientists’ role in maintaining pub-
lic confidence in the nuclear deterrent, 
says Schwitters, is “incredibly important”. 
Joyce agrees: “We feel responsible to the 
heritage.” 

Today, the group’s biggest challenge is 
keeping the JASONs attending regularly 
— they call it the ‘sticking coefficient’. 
The JASONs are paid a large amount — 
US$850 per day in 2004 — although they 
could make ten times more consulting 
for industry. They also admire each other 
and take pleasure in working together on 
topics new to all of them; they say it is like 
being in graduate school again. And their 
interest in the country’s security is intense.

But working for six weeks of an aca-
demic’s precious summer, summer after 
summer, carries costs to his (just 10% of 
the JASONs are women) research, career 
and family life. So some JASONs come to 
La Jolla for just four days a week, or come 
one summer and not the next, or show 
up only for certain studies. Nobody likes 
that: too much of JASON’s value to both 
its sponsors and its members depends on 
long, argumentative interactions. “It can’t 
be done casually,” says one member. 

When Joyce becomes head in the 
autumn, he will survey JASON’s exper-
tises — which he thinks of as finding key-
words for each member — and ask regular 
sponsors which keywords they need most. 
He will tell the sponsors that the JASONs 
don’t think they can usefully do social-
science studies (occasionally requested 
for understanding insurgents and terror-
ists) and remind them that JASON doesn’t 
advise on policy. 

“We work with the sponsor to find the 
right study,” he says. “We operate on bill-
able hours, and our budget is the sum of 
what we’re doing. We’re sort of a collec-
tive independent contractor. There are 
others out there, but this model is very 
powerful.” ■

Ann Finkbeiner is the author of The 
Jasons: The Secret History of Science’s 
Postwar Elite and was a columnist for 
Defense Technology International. 
e-mail: anniekf@gmail.com 

A world of killer apps 
Leaders are ill-prepared for the ethical complications 

of new ‘killer applications’, says P. W. Singer.

An RQ-4 Global Hawk unmanned aerial vehicle before a mission in southwest Asia in November 2010. 

BEYOND THE BOMB
Science and the military
nature.com/military
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example, the US military used only a 
handful of unmanned aerial systems in the 
2003 invasion of Iraq, but now has more than 
7,000 unmanned aerial systems and 12,000 
unmanned ground systems in its inven-
tory. As a sign of things to come, the US Air 
Force now trains more unmanned-systems 
operators than fighter and bomber pilots 
combined. 

The effect of this shift goes beyond pilots’ 
lives saved. US President Barack Obama 
recently argued that he did not need con-
gressional approval for military operations 
in Libya because they were carried out by 
unmanned aerial systems such as the MQ-1 
Predator and the MQ-9 Reaper. In Pakistan, 
US unmanned systems have made more 
than 250 strikes against suspected terrorists 
since 2004. Notably, these strikes are carried 
out by CIA drones rather than military ones, 
meaning even less oversight. The number of 
US drone strikes last year alone was several 
times larger than it was in the opening round 
of the Kosovo war, but — unlike that war — 
there has been no congressional authoriza-
tion and little public debate. 

The growth in non-military uses of robot-
ics, especially those developed originally for 
the military, also raises ethical issues. Police 
departments in cities such as Miami, Flor-
ida, and Ogden, Utah, have sought special 
licences to operate unmanned aerial surveil-
lance systems. This past spring, Congress 
legislated that US civilian airspace should 
be opened to allow more widespread use 
of such systems by 2015. This will mean a 

boom for the robotics industry, but it will 
also raise new challenges to legal concepts 
such as privacy or probable cause for search 
or arrest. Police once needed warrants if 
they wanted to peek over citizens’ fences; 
now they have the technology to do it from 
above, over an entire city. As one federal dis-
trict court judge told me, this is “a Supreme 
Court case waiting to happen”. 

History shows us that neglecting to 
address these issues of law and ethics can 
have immense consequences. Using a sub-
marine to attack shipping, for example, was 
once science fiction. When it became reality, 
the dispute over ‘fair use’ of such technology 
drew the United States into the First World 
War, ultimately leading to the nation’s rise as 
a superpower. 

CODE OF ETHICS
Today, the US Air Force has argued that its 
unmanned spy planes, if targeted by radar, 
have the same right to defend themselves 
with ammunition as its pilots have. This 
conferral on unmanned systems of the right 
to pre-emptive ‘self ’-defence makes sense 
from one perspective, but could also be a 
legal-dispute-turned-international-crisis 
in the making, as well as a huge (and prob-
ably unintentional) first step for the cause of 
robots’ rights.

The importance and urgency of such com-
plex challenges demands cross-disciplinary 
discussion — among technology research-
ers and manufacturers, customers and 
users, regulators and policy-makers, social 

scientists and philosophers. But traversing 
the boundaries between those sectors still 
feels like crossing between foreign lands. 

A major reason for this is insularity. Aca-
demic journals of each field focus inward, 
professional conferences are attended only 
by the like-minded, and those who attempt 
to straddle disciplines or engage the public 
are viewed as ‘less serious’. In robotics, a 
striking example of this disconnect comes 
from a survey of the 25 stakeholders who 
most shape the field, conducted by the 
field’s professional trade group, the Asso-
ciation for Unmanned Vehicles Systems 
International based in Arlington, Virginia. 
Asked whether they foresaw that the con-
tinued development of unmanned systems 
might bring ‘any social, ethical, or moral 
problems’, 60% of these leaders answered 
with a simple ‘No’. I experienced this head-
in-the-sand attitude when a professor 
sent me an angry e-mail after a talk I gave 
at a leading engineering school. He chas-
tised me for “troubling” his students “by  
asking them to think about the ethics of 
their work”. 

In turn, our policy leaders are ill-prepared 
for the questions and debates that inevitably 
follow technological developments. Those 
responsible for funding and deployment 
decisions often fail to understand even the 
basics of the technology they’re consider-
ing. I witnessed this when a senior adviser 
to the US defence secretary expressed sur-
prise to me that the United States was using 
“so many” robotic systems (even though 

Left, new legs and eyes: a mock up of the New BigDog, intended to carry equipment for ground troops; right, a US soldier prepares an RQ-11 Raven in Iraq, 2006.
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he drove the budget that paid for them), 
and then told me how he thought a three-
dimensional version of the Internet might 
be possible “one day”. He spoke about virtual 
worlds as if they were an exotic concept like 
time travel, apparently unaware that they 
already exist.

Similarly, when I gave a talk last year to the 
strategy office at the US Pentagon on some 
of the military, policy, legal and ethical rami-
fications of the growing use of robotics, one 
senior officer asked me: “Who is thinking 
about all this stuff?” I replied: “Everyone 
thinks it’s you!”

BRAVE NEW WORLD
It doesn’t have to be this way. Our academic 
training still follows the specialized model. 
Top researchers in artificial intelligence may 
go through their entire university educations 
without taking a single class on ethics, his-
tory or law. 

In turn, there are public-policy under-
graduates, international-law professors and 
philosophy doctoral students writing essays, 
articles and dissertations on military drones 
without having seen one, learned how it 
works or even interviewed anyone who has.

No future scientist or policy-maker should 
graduate so ill-equipped. We can and must 
start training students to engage with com-
plex multidisciplinary problems, by requir-
ing those in the sciences to take courses in 
the humanities and vice versa. 

At a public policy level, we need a new 
approach to handling major programmes of 

technology research, which always includes 
an exploration of each one’s broader rami-
fications outside the lab. If environmental 
impact surveys are mandatory to begin 
construction of new laboratory buildings, 
why are no similar ‘ethical, legal, and social 
implications’ (ELSI) studies required of the 
research that goes on in them once built? A 
better model is the one used by the Human 
Genome Project, which set aside up to 5% of 
its annual budget for ELSI discussions. 

We have to be real-
istic about what such 
studies can achieve. 
They don’t solve all 
the tough problems, 
but they can provoke 
debates that will help us 
identify the true issues. 
Today, for example, sci-
entists recognize that 
their work in genetic 

testing has implications in areas such as 
health care or privacy, and policy-makers 
are aware that the field is potentially power-
ful. But no one is wasting time on unrealis-
tic arguments about, for example, cloning 
Super Soldiers. The debates on the impli-
cations of genetic testing are not always 
resolved, but the tenor and content of the 
discussion — in both the lab and the policy 
spheres — are much improved. Yet genetics 
is the exception to the rule. 

By comparison, those working on killer 
apps in robotics and other cutting-edge 
research fields should be asking themselves 

questions such as: from whom is it ethical 
to accept research and development money? 
What attributes, such as weaponization, 
autonomy or intelligence, should I design 
into my technology? Which organizations 
and individuals should be allowed to buy 
and use my technology? Who should own 
or be able to access information gathered 
by my technology? If someone is harmed 
in association with the technology, who is 
responsible, and how is this determined? 

Yet, unlike future medical professionals, 
researchers seeking answers to these ques-
tions received little training on ethics in 
graduate school and have no professional 
code or support structure to turn to. Policy-
makers and legislators should also be better 
prepared to deal with the issues posed by 
taking a killer app beyond the lab. 

We must get cracking. More killer apps 
are coming, and they’ll bring a host of 
grand possibilities and perils with them. 
Mathematician-turned-satirist Tom Lehrer 
once wrote: “‘Once the rockets are up, who 
cares where they come down? That’s not my 
department,’ says Wernher von Braun.” 

Until we start learning how to wrestle with 
the implications of our technologies, the joke 
will be on the rest of us. ■ SEE EDITORIAL P.369

P. W. Singer is director of the 21st Century 
Defense Initiative at the Brookings Institution, 
Washington DC 20036, USA, and author of 
Wired for War: The Robotics Revolution 
and Conflict in the 21st Century. He can  
be contacted through www.pwsinger.com. 

Clockwise from left: a device that fits in a backpack; an MQ-1 Predator; information gathering in Iraq; TALON robots can be used for bomb disarming or combat.

“The US Air 
Force now 
trains more 
unmanned-
systems 
operators 
than fighter 
pilots.”
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