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The protein p27Kip1 is an inhibitor of cell division1. An increase in
p27 causes proliferating cells to exit from the cell cycle, and a
decrease in p27 is necessary for quiescent cells to resume division2,3.
Abnormally low amounts of p27 are associated with pathological
states of excessive cell proliferation, especially cancers4±8. In
normal and tumour cells, p27 is regulated primarily at the level
of translation9±11 and protein turnover. Phosphorylation of p27 on
threonine 187 (T187) by cyclin-dependent kinase 2 (Cdk2) is
thought to initiate the major pathway for p27 proteolysis12±15.
To critically test the importance of this pathway in vivo, we
replaced the murine p27 gene with one that encoded alanine
instead of threonine at position 187 (p27T187A). Here we show
that cells expressing p27T187A were unable to downregulate
p27 during the S and G2 phases of the cell cycle, but that this
had a surprisingly modest effect on cell proliferation both in vitro
and in vivo. Our efforts to explain this unexpected result led to the
discovery of a second proteolytic pathway for controlling p27, one
that is activated by mitogens and degrades p27 exclusively during
G1.

Phosphorylation of p27 on T187 by Cdk2 creates a binding site
for a Skp2-containing E3 ubiquitin-protein ligase known as
SCF16±18; ubiquitination of p27 by SCF results in degradation of
p27 by the proteasome19±22. We tested the role of T187 phosphory-
lation in determining abundance of p27 protein and in controlling
cell proliferation, by constructing a mouse strain that expresses a
non-phosphorylatable form of p27 (p27T187A) instead of the wild-
type p27 protein. Control experiments showed that p27T187A and
wild-type p27 were equally able to inhibit cyclin E±Cdk2 when
either histone 1 (H1) or the retinoblastoma (Rb) protein was used as
a substrate in vitro12. Therefore, we attributed the effects of this
mutation, as described below, to altered p27 regulation rather than
to an intrinsic change in its molecular properties as a Cdk inhibitor.
In brief, the p27 gene was precisely replaced with an allele in which
the codon for T187 was changed to one encoding A187. Previous
experiments using cultured ®broblasts had shown that ectopic
overexpression of p27T187A imposed an irreversible G1 arrest12.
Therefore, a `lox-STOP-lox' element was placed within the
p27T187A promoter so that the mutant allele could be conditionally
activated with Cre recombinase (see Methods) (Fig. 1a). Mice
heterozygous for p27T187A(lox-STOP-lox) (see Methods) were bred
to mice that constitutively express Cre recombinase in the germ
line, which resulted in deletion of the lox-STOP-lox element. The
p27T187A(Dlox-STOP-lox) allele was bred to homozygosity and
shown to express the p27T187A protein at levels equivalent to the
wild-type allele in all tissues (data not shown). Surprisingly, expres-
sion of p27T187A did not affect viability or fertility. Consequently, all

further experiments were performed on mice homozygous for the
p27T187A(Dlox-STOP-lox) allele and that did not contain the Cre
recombinase transgene.

The effect of the T187A mutation on regulation of the p27 protein
was determined by comparing the protein levels of p27 and p27T187A

in mouse embryonic ®broblasts (MEFs). The MEFs were made
quiescent by serum deprivation and then stimulated to enter the cell
cycle by re-addition of serum. In control MEFs, p27 protein
declined to a low level 12±15 h after serum stimulation, a time
that corresponded to the early/mid-G1 phase of the cell cycle, and it
remained at a low level for the duration of the cell cycle (Fig. 1b).
p27T187A was expressed at the same level as wild-type p27 in
quiescent MEFs, a result consistent with our observation that p27
and p27T187A were expressed at equal levels in mouse tissues, which
are composed largely of non-dividing cells. Serum stimulation
caused the level of the p27T187A protein to decline with kinetics
similar to wild-type p27. This was consistent with the fact that
decreased expression of p27 in serum-stimulated ®broblasts pre-
ceded activation of cyclin E±Cdk2 (ref. 9 and see also Supplemen-
tary Information Fig. 1). In contrast to the wild-type protein,
however, p27T187A re-accumulated as cells completed G1 and
entered S phase. Indeed, in late S/G2 the amount of p27T187A rose
to a level that was similar to its abundance in quiescent cells. This
was associated with an increased amount of p27 bound to cyclin A

³ Present address: Department of Gastroenterology and Hepatology, and Institute for Molecular Biology,

Hannover Medical School, Hannover 30625, Germany.
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and a 50% reduction in cyclin A-associated kinase activity (Fig. 1c).
There was no change in total levels of cyclin A protein, and the
length of S phase was not altered. These experiments demonstrated
that p27 was downregulated in a T187-dependent manner in S and
G2, and independently of T187 (and Cdk2) in G1.

The absence of the T187-dependent pathway for p27 turnover
had signi®cant effects on cell proliferation in various cells and
tissues of the p27T187A mutant mouse. In general we found that the
rising levels of p27T187A that occurred in late G1/S/G2 cells created a
barrier to cell cycle progression. However, the severity of the ensuing
proliferation defect varied among cell types. A modest effect was
seen in MEFs, where expression of p27T187A caused a 20±30%
reduction in the number of cells that entered S phase after serum
stimulation (Fig. 2a). A relatively greater defect was seen when
puri®ed splenic T lymphocytes that carry the CD4 antigen were
stimulated to proliferate with antibodies directed against the T-cell
antigen receptor. DNA replication was reduced by 80% in cells
expressing p27T187A compared with control T cells (Fig. 2b). Addi-
tion of exogenous interleukin-2 (IL-2) partially restored prolifera-
tion of the cells expressing p27T187A, suggesting that high levels of
IL-2 might promote a T187-independent pathway for decreasing
p27 levels.

A defect in cell proliferation was also observed in dermal
keratinocytes expressing p27T187A. Keratinocyte proliferation was
induced in vivo by creating circular (4 mm diameter) punch wounds
of full thickness (extending through the epidermis and dermis) in
the skin overlying the scapula. The rate of healing was monitored by
gross inspection and by histological examination at 4.5 days after
wounding. Wound closure by regrowth of epithelial cells was
delayed in the p27T187A mice. The epithelial gap (measured as the
distance between the keratinocyte edges growing into the wound
bed) made up 60 6 5% of the entire wound in the p27T187A mice as
compared with 35 6 9% in the control mice (n = 12) (see Supple-
mentary Information Fig. 2). This difference was most probably a
result of an impaired proliferative response, as p27T187A keratino-
cytes at the wound edge displayed reduced incorporation of
bromodeoxyuridine (BrdU) (p27T187A 13.5 6 8.5% versus control
35 6 5%). No difference was observed between p27T187A and control
mice in the healing of incision wounds, which occurs mostly by
epithelial cell migration rather than by proliferation (data not
shown).

It was remarkable that, despite the restraint on cell proliferation
created by the p27T187A mutation, mice expressing this protein
developed normally and attained an average size that was even
larger than wild-type mice (Fig. 2c). The mechanism underlying
this is unknown, but it was important to rule out the possibility that
the larger size of the mutant mice was due to increased cell
proliferation, because this would be inconsistent with the prolif-
erative impairment of p27T187A-expressing cells, as described above.
To address this issue we examined cell proliferation in the thymus of
the p27T187A mice, which, like all other organs, was enlarged in
proportion to overall body size. In contrast to what is observed in
p27-knockout mice5, thymocytes expressing p27T187A did not show
an increased amount of cell proliferation as determined by BrdU
labelling (data not shown). This indicates that the T187A mutation
and the p27 gene deletion affected organ size by different mechan-
isms. Other phenotypes associated with p27 de®ciency were also
absent in the mice expressing p27T187A, including female sterility,
pituitary tumorigenesis and disrupted retinal architecture. Hence,
there is no evidence that the p27T187A mutation results in a
hypoactive allele. We are investigating the effect of the p27T187A

mutation on apoptosis and cell size to determine whether these
might contribute to increased growth rates and increased body size.
However, staining kidneys, spleens and livers from 2-month-old
mice with TUNEL (TdT-mediated dUTP nick end labelling) did not
reveal any differences between control mice and mice expressing
p27T187A, and ¯ow cytometric measurements did not show increased
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Figure 2 Effect of p27T187A on cell proliferation. a, Quiescent MEFs were stimulated to

proliferate by re-feeding with serum. Percentage of cells in S phase was determined by

pulse labelling with BrdU. The analysis was repeated using three independently isolated

MEF strains from three different founder mice. A representative result is shown. b, Puri®ed

CD4+ splenic T lymphocytes expressing either p27 or p27T187A were stimulated to

proliferate with antibodies against the T-cell antigen receptor alone, or with anti-receptor

antibodies plus the indicated amount of recombinant IL-2. Proliferation was measured by

incorporation of [3H]-thymidine ([3H]-T) into DNA. All measurements were done in

triplicate, using lymphocytes isolated from two different founder mice. c, Growth curves of

female wild-type p27, p27-null and homozygous p27T187A mice. Each point represents an

average of 30 mice. The p27 and p27T187A mice were littermates (F2 hybrids, B6/C57 ´
129/Sv). Mass data for the p27-null mice were obtained from an earlier study, which used

mice of the same genetic background as those used here2.
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size of p27T187A thymocytes from 8-week-old mice (see Supplemen-
tary Information Fig. 3).

The above experiments showed that p27 abundance is con-
trolled by two mechanisms, the ®rst acting in early/mid-G1 cells
and the second in late G1, S and G2. We made the unexpected
observation that increased turnover of the p27 protein contributed
not only to the T187 pathway for p27 regulation, but to the earlier
G1 pathway as well (Fig. 3a). In quiescent cells, p27 was relatively
stable, with a half-life of 10±12 h. Serum stimulation decreased
p27 stability, reducing its half-life to about 2 h in both G1- and S-
phase cells. p27T187A was also stable in quiescent cells, and after
serum stimulation became unstable in mid-G1 similarly to the
wild-type protein. An independent method for measuring protein
half-lives (pulse-chase) con®rmed that wild-type p27 and p27T187A

had equally short half-lives (,4 h) in G1-phase MEFs. In S-phase
cells, however, p27T187A was stable, acquiring a long half-life very
similar to that in quiescent, mitogen-starved cells. Thus, rapid
turnover of p27 in S-phase cells requires T187, whereas the rapid
turnover of p27 in G1 cells does not. These data also implied that
the proteolytic pathway that degraded p27 in G1 cells was not
operative in S phase.

This G1-speci®c turnover pathway for p27 is not a unique feature
of cells as they exit quiescence, but rather occurs during each mitotic
cycle. Quiescent MEFs were stimulated with serum mitogens for
18 h, at which time they were separated by ¯ow cytometry into G1-
and S-phase populations. Levels of the p27 protein were lower in G1
cells than in quiescent cells. In the S-phase population, however, the
abundance of wild-type p27 declined further, whereas the opposite
occurred in MEFs expressing p27T187A (Fig. 3b). The S-phase cells
were then replated and allowed to progress through the division
cycle until a time when 80% of the cells had entered the next G1
phase. The abundance of p27T187A declined again in the second G1,

just as it had in the ®rst G1, demonstrating the periodic nature of the
G1-turnover pathway.

The turnover of p27 in G1 cells was proteasome dependent.
Quiescent, serum-starved MEFs were re-stimulated with serum and
6 h later treated with MG132, an inhibitor of proteasomal proteo-
lysis. This prevented the normal decrease in p27 protein levels that
occurs in mid-G1 (Fig. 3c).

Phosphorylation of p27 on T187 triggers its ubiquitination by the
Skp2-containing SCF E3 complex, and its subsequent turnover in
the proteasome12±14,19±22. This pathway is operational in S- and G2-
phase cells, after Cdk2 is activated by cyclins E and A. Surprisingly,
we found that the G1-speci®c turnover of p27 was also mediated by
Skp2 in MEFs, but independently of phosphorylation on T187.
Extracts from asynchronously proliferating MEFs (not shown) and
MEFs synchronized in G1 (Fig. 4a) were immunoprecipitated with
anti-Skp2 antibodies. p27 and p27T187A were detected in equal
abundance in Skp2 complexes. The binding of Skp2 to both p27
and p27T187A was phosphorylation dependent, because treatment of
isolated p27±Skp2 and p27T187A±Skp2 complexes with a protein
phosphatase disrupted the interaction (Fig. 4b, Supplementary
Information Fig. 4). The phosphorylation site(s) on p27 and/or
Skp2 that mediate this interaction have not yet been identi®ed. We
further showed that Skp2 was essential for the turnover of p27 in G1
cells, because levels of p27 protein did not decline, either in G1 or
in S phase, in serum-stimulated, early-passage, Skp2-null MEFs
(Fig. 4c)23. In conclusion, in MEFs the trigger for p27 turnover
differs in G1 and S phase, but both pathways ultimately lead to
the degradation of p27 by Skp2 and proteasome-dependent
mechanisms.
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In contrast to the situation in MEFs, a p27T187A±Skp2 complex was
not detected in puri®ed murine thymocytes (Fig. 4d). This re¯ected
the relatively more severe effect of the p27T187A mutation on prolif-
eration in these cells than in MEFs, and underscored the importance
of a T187-independent pathway for p27 turnover in allowing for
normal cell proliferation. However, it is not yet known whether the
enhanced proliferation of p27T187A thymocytes caused by exogenous
IL-2 (Fig. 2b) is due to stimulation of the p27T187A±Skp2 interaction
or whether it may be through a Skp2-independent mechanism for
p27 turnover.

Our data show that T187-dependent turnover of p27 is important
for normal regulation of p27 and normal control of cell division.
However, contrary to what might have been expected, inactivating
this pathway has neither a universal nor a severe effect on cell
proliferation. This may be explained, at least in part, by a previously
unrecognized T187-independent pathway for p27 degradation that
is activated during each G1 phase of the cell cycle. This pathway
allows many cells expressing p27T187A to complete the cell cycle
before the re-accumulation of p27 in S phase can stop it. The T187
pathway, which keeps p27 levels low for the duration of S and G2,
may allow the cell to slow its progress through this part of the cell
cycle (for instance, in response to DNA damage) without experien-
cing continually rising and ultimately inhibitory amounts of p27.

Our major conclusion is that two proteolytic pathways act in
sequence during the cell cycle to control p27 abundance. The ®rst
pathway functions during early±mid G1 and is triggered by mito-
gens. It may be activated by Ras and Myc, and underlie the ability of
these proteins to reduce p27 abundance independently of serum
stimulation24,25 and independently of Cdk2 (ref. 24). Inhibition of
p27 at the level of translation9±11 and by sequestration into cyclin
D±Cdk complexes26 also contribute to downregulation of p27
during the early±mid-G1 cell cycle period. Downregulation of
p27 by the concerted action of these pathways results in the initial
production of active cyclin E±Cdk2, and consequently the onset of
the second pathway for p27 turnover. This second pathway operates
in late G1, S and G2, and is dependent on Cdk2-mediated phos-
phorylation of p27 on T187. Once initiated, this second pathway
would be ampli®ed by a positive-feedback loop, and therefore
would continue even if the initial mitogenic stimulus were with-
drawn. In this way, inactivation of p27 switches in mid G1
from being mitogen dependent to being mitogen independent,
which is analogous to the consecutive mitogen-dependent and
mitogen-independent pathways that inactivate Rb during the
same cell cycle interval27. Sequentially acting pathways that
inactivate key cell cycle inhibitors may be the biochemical under-
pinnings of the cell cycle transition from mitogen dependence to
mitogen independence, which has been called the G1 restriction
point28. M

Methods
Mice

To construct the genomic targeting vector, a 5.9-kilobase (kb) BamHI fragment was
isolated from a previously described 17-kb NotI fragment that contains the entire coding
region of the p27 gene obtained from a mouse 129/Svl genomic library2. Threonine 187 of
exon 2 was mutated to alanine (ACG!GCG) to create the p27T187A allele. A 3-kb SacI
fragment containing a pgk-driven neomycin-resistance gene and a transcription
termination cassette isolated as a BamHI±HindIII fragment from pBS302 (Gibco BRL)
was ¯anked with loxP sequences and inserted into a SacI site in the p27 promoter, creating
the construct p27T187A(5.9-Neo/STOP). The p27T187A(5.9-Neo/STOP) construct was then
cloned into the pPNT vector2, thus creating the genomic targeting vector. The targeting
vector was linearized with NotI and transduced by electroporation into mouse XY AK7
embryonic stem cells.

Embryonic stem cells were selected in 400 mg ml-1 G418 and 0.4 mM ®aluridine.
Colonies of embryonic stem cells were screened for homologous recombination events by
Southern blotting using a probe external to the 59 end of the targeting construct. In all ®ve
embryonic stem cell clones used for blastocyst injection, integration of the T187A
mutation was veri®ed by sequencing. p27T187A embryonic stem cells were introduced by
microinjection into C57/B6J mouse embryos at 5 d after conception. Germline trans-
mission was identi®ed in male chimaeras representing three separate embryonic stem cell
clones. To excise the neo/STOP cassette from the p27 gene, chimaeric male mice were

bred with female CMV-Cre transgenic mice (TgN(CMV-Cre)1AN)29. Excision of the
neo/STOP cassette was veri®ed by polymerase chain reaction (PCR) using primers
derived from the p27T187A genomic sequence upstream of the SacI site (Y1,
GAGCAGGTTTGTTGGCAGTCGTACACCTCC), from the neomycin gene (A4,
CGTGGGATCATTGTTTTTCTCTTG), and from the genomic sequence downstream of
the SacI site (H3, CCAATATGGCGGTGGAA GGGAGGCTGA). Homozygous integration
of the T187A mutation was con®rmed by the presence of a 34-base pair (bp) (loxP site)
insertion into the wild-type 0.25-kb PCR fragment using primers Y1 and H3.

MEFs

Males and females heterozygous for p27T187A were crossed and embryos were dissected
12.5±13.5 d after detection of vaginal plugs. The head and internal organs were removed
and the embryos were minced and incubated in 0.05% trypsin for 5 min. The cells were
resuspended in DMEM supplemented with 10% FBS. After centrifugation the supernatant
was discarded and the cell suspension from each embryo was cultivated on a 10-cm
dish in 8 ml DMEM with 10% FBS until con¯uency was reached. After this time, the
cells were treated with trypsin, counted and plated at 1.4 ´ 106 cells per 10-cm dish every
3 d.

Cell culture

In all experiments, unless otherwise noted, cell cycle position of synchronized cells was
determined by ¯ow cytometric measurement of nuclear DNA content. Passage 2±3 MEFs
were plated at 1.4 ´ 106 per 10-cm dish grown in DMEM with 10% FBS for 3 d, after which
the medium was removed, the plates washed with PBS and the cells incubated in DMEM
containing 0.1% FBS for 72 h. The cells were then washed with PBS, treated with trypsin,
counted and resuspended in DMEM containing 10% FBS at 1.4 ´ 106 cells per 10-cm dish
and 0.5 ´ 105 cells per 6-cm dish. For each time point, the cells were labelled with 10 mM
BrdU (Sigma) for 30 min, scraped off the plate, washed with PBS and ®xed in 70% ethanol
for at least 24 h. Nuclei were puri®ed and labelled with 100 ml anti-BrdU-¯uoroscein
isothiocyanate (FITC) antibody (PharMingen). After this incubation, nuclei were treated
with RNase A, counterstained with propidium iodide (100 mg ml-1) and analysed on a
Becton Dickinson ¯ow cytometer using Becton Dickinson Cell Quest software.

To separate G1- from S-phase cells, cells were labelled with Hoechst Stain (Sigma)
(10 mg ml-1) for 30 min, treated with trypsin and separated according to DNA content on a
Vantage SE ¯ow cytometer (BD systems) using Cell Quest software. For p27 half-life
measurements, cycloheximide (CHX, 10 mg ml-1 ®nal concentration) was added to the
cells at the indicated times. p27 protein levels were determined by immunoblotting. Cell
cycle position was veri®ed by ¯ow cytometry and BrdU labelling. The resulting auto-
radiograms were scanned and the intensity of the p27 bands quanti®ed using Image Quant
software (Molecular Dynamics) and normalized to actin controls.

Isolation and stimulation of T lymphocytes

Splenic CD4+ T cells were puri®ed after red-cell lysis (Whole Blood Erythrocyte Lysing Kit,
R&D Sytems). Mononuclear cells were enriched using Ficoll-gradient centrifugation.
CD4+ T cells were isolated using mouse T Cell CD4 Subset Columns (R&D Systems).
CD4+ T cells were activated with plate-bound anti-CD3 antibody with or without the
addition of recombinant mouse IL-2 (PharMingen) using concentrations as indicated for
the individual experiments. Seventy-two hours after stimulation, T cells were labelled with
[3H]-thymidine for 4 h, collected and the incorporation of radioactivity into DNA was
determined.

Immunoblotting

The antibodies used in these experiments were mouse monoclonal anti-p27
(Transduction), rabbit polyclonal anti-cyclin A (Santa Cruz), anti-actin (Santa Cruz),
anti-Skp2 (Santa Cruz) and anti-Cdk2 (Santa Cruz). For immunoprecipitation of
p27±Skp2 complexes, early-passage MEFs were synchronized as described above, and cells
were lysed in RIPA buffer. Cell extracts were pre-cleared in protein A sepharose (Repligen)
for 1 h and incubated with anti-Skp2 antibodies (Zymed GP45 and Santa Cruz H-435)
overnight. Control immunoprecipitations used anti-cytochrome C antibodies
(Santa Cruz, H104). After incubation with protein A sepharose, the beads were washed
with RIPA, boiled in SDS sample buffer and separated on a 12% polyacrylamide gel. p27
was detected using anti-p27 antibodies. For detection of p27±Skp2 complexes in
thymocytes, thymuses were removed from 2±6-week-old mice, organs were homogenized
using glass slides, cells lysed in RIPA and processed as described above. For phosphatase
treatment of p27±Skp2 complexes, 293 cells were transfected with expression vectors
(CS2 with Skp2, p27 and p27T187A). Cells were lysed in RIPA and immunoprecipitated with
anti-Skp2 antibodies (Santa Cruz). p27±Skp2 complexes bound to sepharose beads were
treated with alkaline phosphatase buffer (15 ml) with or without 5 U alkaline phosphatase
(30 min at 30 8C in 20 ml) (both Boehringer Manheim), or alkaline phosphatase plus a
cocktail of phosphatase inhibitors (10 mM b-glycerophosphate, 100 mM sodium vana-
date, 50 mM sodium ¯uoride). Beads were then washed three times with RIPA, boiled in
SDS sample buffer, separated on a 12% polyacrylamide gel, and immunoblotted for p27.

Wound healing

Full-thickness punch wounds (4 mm diameter) were applied. Animals were injected with
BrdU (1 mg ml-1, 30 ml g-1) 16 h before they were killed. Wounds were excised, ®xed and
embedded in paraf®n 4.5 d after wounding30. Wounds were stained with anti-BrdU
antibody (AB1, NeoMarkers); BrdU staining was visualized using the Darko Ark Kit and
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counterstained with haematoxylin and eosin. Wound sizes and epithelial gap diameters
were determined by optical micrometer measurements at ´100 magni®cation.
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A eukaryotic chromosome contains many genes, each transcribed
separately by RNA polymerase (pol) I, II or III. Transcription
termination between genes prevents the formation of polycistro-
nic RNAs and anti-sense RNAs, which are generally detrimental to
the correct expression of genes. Terminating the transcription of
protein-coding genes by pol II requires a group of proteins that
also direct cleavage and polyadenylation of the messenger RNA in
response to a speci®c sequence element, and are associated with
the carboxyl-terminal domain of the largest subunit of pol II (refs
1±6). By contrast, the cis-acting elements and trans-acting factors
that direct termination of non-polyadenylated transcripts made
by pol II, including small nucleolar and small nuclear RNAs, are
not known. Here we show that read-through transcription from
yeast small nucleolar RNA and small nuclear RNA genes into
adjacent genes is prevented by a cis-acting element that is
recognized, in part, by the essential RNA-binding protein Nrd1.
The RNA-binding protein Nab3, the putative RNA helicase Sen1,
and the intact C-terminal domain of pol II are also required for
ef®cient response to the element. The same proteins are required
for maintaining normal levels of Nrd1 mRNA, indicating that these
proteins may control elongation of a subset of mRNA transcripts.

We previously identi®ed yeast Nrd1 as an essential nuclear RNA-
binding protein that directs 39 truncation of reporter gene mRNA
transcripts in response to an arti®cial element containing a Nrd1-
binding sequence7,8. Nrd1-dependent 39 truncation also requires
Sen1, an essential nuclear helicase-like protein that has been
implicated in biogenesis of particular small nucleolar (sno)
RNAs9±11. The properties of Nrd1 suggested that it might direct
termination by pol II, although it is not a known component of
the well-characterized pre-mRNA cleavage and polyadenylation
apparatus.

Direct evidence that snoRNAs might be natural targets for Nrd1
was ®rst obtained from expression pro®ling of poly(A)+ RNA
derived from temperature-sensitive nrd1 yeast strains as compared
with wild type (see Methods). Several open reading frames (ORFs)
exhibiting increased expression in the nrd1 mutant strain are
located downstream of snoRNA genes in the yeast genome. For
example, increased expression of transcripts containing the TRS31
coding region, which is located immediately downstream of the
gene encoding snR13 snoRNA (Fig. 1a), is observed in nrd1 mutant
strains.

Northern blot analysis of snR13 and Trs31 transcripts from wild-
type and nrd1 mutant strains shows the accumulation in the mutant
strain of a new RNA species, which is larger than the normal Trs31
mRNA, that is detected by probes complementary to either mature
snR13 RNA or Trs31 mRNA (Fig. 1b). The abundance of this
extended product increases rapidly and markedly when the nrd1
mutant is shifted from permissive to restrictive temperature. The 59
end of this product coincides with the snR13 RNA 59 end, as shown
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Immuno¯uorescence

CHP100 cells or transfected BHK cells were plated on glass coverslips (Baxter) and
stimulated with 5±10 mg ml-1 pre-clustered EphB2-Fc for the desired time points. Cells
were ®xed and then processed according to standard procedures. Images were acquired
with a confocal microscope (Leica DM DRB or Zeiss LSM 510) and processed with Adobe
Photoshop. See supplementary Information for detailed methods.
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When mammals fast, glucose homeostasis is achieved by triggering
expression of gluconeogenic genes in response to glucagon and
glucocorticoids. The pathways act synergistically to induce gluco-
neogenesis (glucose synthesis), although the underlying mechan-
ism has not been determined1±4. Here we show that mice carrying a
targeted disruption of the cyclic AMP (cAMP) response element
binding (CREB) protein gene, or overexpressing a dominant-
negative CREB inhibitor, exhibit fasting hyperglycaemia and
reduced expression of gluconeogenic enzymes. CREB was found
to induce expression of the gluconeogenic programme through
the nuclear receptor coactivator PGC-1, which is shown here to be
a direct target for CREB regulation in vivo. Overexpression of
PGC-1 in CREB-de®cient mice restored glucose homeostasis and
rescued expression of gluconeogenic genes. In transient assays,
PGC-1 potentiated glucocorticoid induction of the gene for
phosphoenolpyruvate carboxykinase (PEPCK), the rate-limiting
enzyme in gluconeogenesis. PGC-1 promotes cooperativity
between cyclic AMP and glucocorticoid signalling pathways
during hepatic gluconeogenesis. Fasting hyperglycaemia is
strongly correlated with type II diabetes, so our results suggest
that the activation of PGC-1 by CREB in liver contributes
importantly to the pathogenesis of this disease.

Cyclic AMP regulates the expression of numerous genes through
phosphorylation of CREB at Ser 133, mediated by protein kinase A
(PKA)5. The ability of CREB to stimulate the gluconeogenic PEPCK
gene6,7 prompted us to examine the general importance of this
factor for activation of the gluconeogenic programme under fasting
conditions. We generated transgenic mice expressing a dominant
negative CREB protein, referred to as A-CREB, under control of the
liver-speci®c albumin promoter/enhancer8. A-CREB contains the
leucine zipper of CREB plus an acidic extension that enhances the

² Present address: Department of Molecular and Cellular Biology, The Biolabs, Harvard University,

Cambridge, Massachusetts 02138, USA.
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af®nity for, and disrupts the DNA-binding activity of, CREB family
members (CREB, CREM, ATF-1) but not other bZIP proteins9,10.
The CRE-binding activity of CREB was reduced by 80% in liver
nuclear extracts from A-CREB transgenic mice compared with wild-
type littermates, as measured by a gel mobility shift assay (Fig. 1a,
compare lanes 2 and 4), despite comparable levels of full-length
CREB protein, as shown by a western blot assay (Fig. 1a, bottom).
A-CREB mice were profoundly hypoglycaemic (Fig. 1b), and RNA
levels for the gluconeogenic enzymes PEPCK and glucose-6-
phosphatase (G6Pase) in the liver were lower in these animals
than in wild-type littermates (Fig. 1c).

To evaluate acute effects of CREB activity on glucose homeostasis,
we prepared an adenovirus expressing A-CREB under the control
of the cytomegalo virus (CMV) promoter. Following systemic
injection of either A-CREB or control adenovirus, 80±90% of
hepatocytes in livers of 6-week-old male mice were infected as
determined by visible ¯uorescence from a co-expressed green
¯uorescent protein (GFP) marker (not shown). In the fed state,
blood glucose levels in A-CREB-infected mice were comparable to
those of mice infected with control virus (Fig. 2a; 1.04 6 0.10 mg ml-1

and 1.35 6 0.20 mg ml-1 (mean 6 s.e.m.) at day 8, respectively).
During the fasting period, however, glucose levels were far lower in
A-CREB mice than in control injected mice (0.65 6 0.04 mg ml-1

and 1.38 6 0.05 mg ml-1 at day 8, respectively), demonstrating that
CREB activity is required to mobilize glucose via the gluconeogenic
pathway (Fig. 2a). Indeed, expression of the PEPCK, G6Pase and
pyruvate carboxylase genes was reduced fourfold in livers of
A-CREB mice compared with control mice (Fig. 2b). Blood insulin

levels in control and A-CREB mice were comparable in both fed and
fasted states (see Supplementary Information Fig. 1).

Fasting hyperglycaemia is strongly correlated with insulin
resistance in type II diabetic patients11. To test the role of CREB
in hepatic glucose production in this setting, we employed
db/db diabetic mice, which display adult-onset diabetes owing to
a mutation in the leptin receptor gene12,13. Compared with wild-type
mice, blood glucose levels in db/db mice were signi®cantly elevated
in both the fed and fasted states (Fig. 2c; 2.70 6 0.17 mg ml-1 (fed)
and 2.50 6 0.16 mg ml-1 (fasted) at day 7). At the same time, PEPCK
messenger RNA levels were 2.5-fold higher in fasted db/db mice than
in wild-type mice (Fig. 2d, compare bars 1 and 3). After injection
with A-CREB virus, the blood glucose levels of fasted db/db mice
returned to normal (Fig. 2c, 1.22 6 0.09 mg ml-1 at day 7) as did
PEPCK mRNA levels (Fig. 2d, bar 2). In parallel, plasma insulin
levels in fasting db/db mice decreased 40% after injection of A-CREB
adenovirus (see Supplementary Information Fig. 1).

The reduced expression of G6Pase and pyruvate carboxylase
genes in A-CREB-expressing mice is consistent with the hypogly-
caemic effects of A-CREB during fasting; disruption of either gene
leads to severe hypoglycaemia14,15. Remarkably, the G6Pase promo-
ter lacks a discernible CRE16 and the pyruvate carboxylase gene
contains only a weak CRE half-site17, suggesting an indirect role for
CREB in the regulation of both genes. Expression of PGC-1 has been
found to be induced in diabetes and to stimulate gluconeogenic
enzymes in cultured hepatocytes18, prompting us to examine the
role of PGC-1 in mediating CREB signalling under fasting condi-
tions in vivo.

Levels of PGC-1 mRNA in normal adult liver were elevated
fourfold after 8 h of food restriction (Fig. 2d, compare bars 6 and
7); and expression of A-CREB blocked PGC-1 induction (Fig. 2b).
Consistent with the fasting hyperglycaemia in db/db mice, PGC-1
mRNA levels were induced threefold in db/db compared with wild-
type mice (Fig. 2d, compare bars 4 and 6); overexpression of A-
CREB reduced PGC-1 mRNA levels to normal (Fig. 2d, bar 5).
Sequence analysis of the mouse PGC-1 promoter revealed a full
palindromic consensus CRE centred at -130 (Fig. 3a). To determine
whether PGC-1 is indeed a direct target for CREB action in vivo, we
performed chromatin immunoprecipitation studies using HepG2
hepatoma cells. The PGC-1 promoter was ef®ciently recovered from
immunoprecipitates of CREB but not of control immunoglobulin-
g (IgG) (Fig. 3a, compare lanes 3±5). Con®rming the speci®city of
these antisera, no polymerase chain reaction (PCR) product was
obtained from CREB immunoprecipitates using control glyceral-
dehyde-3-phosphate dehydrogenase (GAPDH) primers (Fig. 3a,
lanes 3±5).

In transient assays of HepG2 hepatoma cells, PGC-1 promoter
activity was induced 3±4-fold by a cAMP agonist (Fig. 3b). Co-
transfection of an A-CREB expression vector blocked induction of
the PGC-1 promoter by cAMP, demonstrating that PGC-1 is indeed
a direct target for CREB activity in hepatocytes (Fig. 3b). Consistent
with downregulation of PGC-1 under feeding conditions, PGC-1
reporter activity was blocked in cells treated with insulin (Fig. 3b).
The half-maximal dose for inhibition of endogenous PGC-1 mRNA
(0.1±0.5 nM) was within the physiologic range of insulin concen-
trations (see Supplementary Information Fig. 2). In keeping with
the rapid effects of insulin on hepatic gene expression, PGC-1
mRNA levels were reduced by 70% within 30 min of treatment
(see Supplementary Information Fig. 2).

The ability of cAMP to induce a nuclear receptor coactivator in
liver prompted us to speculate that PGC-1 promotes cooperativity
between cAMP and glucocorticoid pathways during fasting.
Towards this end, we co-infected mice with A-CREB and PGC-1
adenovirus constructs. Whereas A-CREB adenovirus alone induced
hypoglycaemia in fasted mice, co-infection with PGC-1 adenovirus
restored fasting glucose levels to near normal (Fig. 3c) and rescued
gluconeogenic gene expression (data not shown). Arguing against
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a non-speci®c effect of PGC-1 on A-CREB expression, levels of
the A-CREB inhibitor protein were identical in mice injected with
A-CREB plus PGC-1 viruses and in mice injected with A-CREB
alone (see Supplementary Information Fig. 3).

To test further the importance of PGC-1 in promoting hepatic
gluconeogenesis through CREB, we employed CREB+/- mice19.
CREB+/- heterozygotes had lower fasting blood glucose levels than
wild-type littermates (Fig. 3d); and injection of PGC-1 adenovirus
corrected the relative glucose imbalance in fasted CREB+/- mice,
revealing the ability of this coactivator to act downstream of CREB
to promote hepatic gluconeogenesis (Fig. 3d).

To determine the mechanism by which PGC-1 regulates expres-
sion of gluconeogenic genes, we performed transient assays of
HepG2 cells using a PEPCK reporter plasmid. Treatment with a
cAMP agonist stimulated PEPCK promoter activity 3±4-fold
(Fig. 4a); and, consistent with the presence of a consensus CRE
sequence in the PEPCK promoter20, co-transfection of A-CREB
inhibitor plasmid blocked reporter induction (Fig. 4a). Overexpres-
sion of PGC-1 potentiated cAMP-dependent induction of a -490
PEPCK promoter construct in HepG2 cells, but had no effect on a

-355 PEPCK reporter lacking the glucocorticoid response unit
(GRU; -455 to -340) (Fig. 4b). The GRU consists of binding sites
for the glucocorticoid receptor plus additional transcription factors
such as HNF-4 and HNF-3 that collectively mediate induction of
the PEPCK promoter in response to glucocorticoids and insulin
resistance21,22.

The ability of PGC-1 to interact with, and potentiate the activity
of, the glucocorticoid receptor23 prompted us to examine the effect
of PGC-1 on induction of the PEPCK promoter by glucocorticoids.
Dexamethasone treatment or PGC-1 overexpression alone had little
effect on PEPCK promoter activity in HepG2 cells (Fig. 4a), but co-
transfection of PGC-1 expression vector strongly induced -490
PEPCK promoter activity in response to dexamethasone (Fig. 4a).
Supporting a GRU-dependent mechanism of activation, PGC-1 had
no effect on a PEPCK reporter construct lacking the GRU (-355
PEPCK) in cells treated with either dexamethasone or cAMP agonist
(Fig. 4b).

Our results argue for a two-step model in the activation of
gluconeogenic genes by CREB during fasting (Fig. 4c). Ser 133
phosphorylation of CREB in response to catecholamine and gluca-
gon stimulation during the early fasting period induces certain
gluconeogenic enzymes (PEPCK) through a direct CREB-mediated
effect. Under prolonged fasting, CREB further potentiates gluco-
neogenic genes (PEPCK, pyruvate carboxylase and G6Pase) by
inducing expression of the coactivator PGC-1 in liver. PGC-1
then mediates activation of the gluconeogenic programme in
response to glucocorticoid signals. This model is consistent with
the observation that the GRU in the PEPCK gene is abnormally
activated in type II diabetes, and that treatment with glucocorticoid
antagonist reduces blood glucose levels in db/db diabetic mice22.

The effect of A-CREB on liver gene expression suggests that CREB
may constitute an ideal target for therapeutic intervention.
Although use of a dominant negative inhibitor such as A-CREB
may not be feasible in this regard, small molecules that block CREB
phosphorylation or disrupt recruitment of the CREB coactivator
CBP (CREB binding protein) may prove effective. Such compounds
may be particularly bene®cial as adjunctive therapy in lowering
fasting blood glucose levels in type II diabetics. M

Methods
Recombinant adenoviruses

Adenoviruses expressing either A-CREB or PGC-1 were generated through homologous
recombination between a linearized transfer vector pAD-Track and the adenoviral back-
bone vector pAD-Easy as described24. pAD-A-CREB contained a NotI/SpeI fragment from
ZEO-A-CREB encoding a Flag-tagged A-CREB polypeptide25. pAD-PGC-1 carried the
entire murine PGC-1 complementary DNA encoding all but the carboxy-terminal four
amino acids. Both viruses co-expressed the GFP transcribed from a second independent
CMV promoter to monitor viral infection ef®ciency. Adenovirus coding for GFP only
(pAD-GFP) was used as a control in all experiments. Viruses were puri®ed by the CsCl
method and dialysed against PBS buffer containing 10% glycerol before animal injections
as described26.

Animal experiments

Male 6-week-old C57Bl6 or db/db mice were obtained from The Jackson Laboratory and
maintained on a 12-h light±dark cycle with regular unrestricted diet. For virus injections,
animals were anaesthetized with Iso-Flurane and a total of 1 ´ 109 plaque-forming units
per recombinant virus was administered by a systemic tail vein injection. In each
experiment at least six animals received identical treatments. Animals were fasted for 9±
18 h overnight with free access to water. Blood glucose was monitored at the end of each
fasting period for at least seven consecutive days. Blood glucose was also measured in the
non-fasted state immediately before food withdrawal. Blood samples were collected from
the tail vein. Liver tissue for RNA and protein isolation was immediately frozen in liquid
nitrogen. Additional liver samples were ®xed in 10% formaldehyde, sectioned with a
cryomicrotome, and investigated for viral infection ef®ciency by ¯uorescence microscopy.
Studies with CREB knockout mice carrying a targeted disruption of the CREB DNA-
binding domain and leucine zipper region19 were performed as described above.

Blood metabolites

Blood glucose values were determined from whole blood using an automatic glucose
monitor (One Touch, Lifescan). Plasma insulin levels were determined using a commercial
insulin enzyme-linked immunosorbent assay kit (Crystal Chem).
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Figure 4 PGC-1 mediates induction of the PEPCK gene through the GRU. Transient assay

of HepG2 hepatoma cells transfected with PEPCK luciferase reporter vectors either (a)

containing (-490) or (b) lacking (-355) the GRU. Treatment with forskolin (Fsk, 10 mM)

and/or dexamethasone (Dex, 10-7 M) is indicated. The effect of PGC-1 and A-CREB

vectors on PEPCK promoter activity is shown. Data are means 6 s.e.m. c, Model for

cooperation between PGC-1 and CREB on the PEPCK promoter. CREB stimulates the

PEPCK promoter activity directly through a consensus CRE and indirectly through

induction of PGC-1, which induces the GRU through interaction with the glucocorticoid

receptor (GR).
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TaqMan and northern blot analyses

PolyA+ RNA and total RNA were extracted from homogenized mice livers using the Fast
Track 2.0 (Invitrogen) or the RNeasy (Qiagen) kit. RNA samples were treated with DNase I
(Promega) and RNA quality was assessed by gel electrophoresis. cDNA was prepared by
reverse transcription of 250 ng mRNA or 500 ng total RNA using the Superscript II enzyme
and Oligo dT primer (GIBCO BRL). The resulting cDNAs were ampli®ed using the SYBR
green PCR kit and an ABIPRISM 7700 Sequence detector (Perkin Elmer). All mRNA
expression data from the TaqMan PCR with reverse transcription was normalized to
GAPDH expression in the corresponding sample. Northern blot assays were performed as
previously described25.

Protein analysis

Protein was extracted from frozen liver samples in SDS-urea-lysis buffer and 20 mg of
protein were loaded onto a 12% SDS±polyacrylamide gel and blotted onto nitrocellulose
membrane. Western blot assays were performed as previously described25.

Chromatin immunoprecipitation assay

Human hepatoma HepG2 cells were grown to 90% con¯uence, and the chromatin
immunoprecipitation assay was performed as described elsewhere27. Speci®c antibodies
against either full-length CREB (253) or the kinase inducible domain (KID) (244) of
CREB were used for the immunoprecipitation. Normal rabbit IgG served as a negative
control. Precipitated DNA fragments were analysed by PCR ampli®cation using primers
directed against the human PGC-1 promoter region, or the GAPDH coding region as
negative control.

Plasmids

Expression plasmids pZEO-A-CREB25 and pcDNA3-PGC-128 have been described
previously. The liver-speci®c A-CREB transgene was constructed by inserting A-CREB
cDNA into a liver-speci®c albumin promoter/enhancer plasmid8. To construct luciferase
expression plasmids -490PEPCK-Luc and -355PEPCK-Luc BamHI/BglII fragments of
the PEPCK promoter region containing 490 or 355 base pairs (bp) of the mouse PEPCK
59-¯anking region, respectively, were cloned into the pGL3 basic luciferase reporter vector
(Promega). PGC-1 reporter mPGC-Luc was constructed by inserting a 230-bp fragment of
the mouse PGC-1 promoter containing 170 bp of the 59-¯anking region and 68 bp of exon
1 into the pGL3 vector.

Cell culture and transfection assays

Human hepatoma HepG2 cells were transfected using the Lipofectamine 2000 reagent
(GIBCO BRL) according to the manufacturer's instructions (500 ng of indicator plasmid
per well). Where indicated, expression plasmids encoding A-CREB (pZeo-A-CREB)25 or
PGC-1 (pcDNA3-PGC-1)28 were cotransfected (50 ng and 800 ng plasmid per well,
respectively). Cotransfections were performed with a constant amount of DNA by adding
the empty pcDNA3 vector (Invitrogen). Cells were treated with forskolin (10 mM) and/or
dexamethasone (100 nM) or insulin (100 nM) for 14 h. Cell extracts were prepared 48 h
after transfection and the luciferase assay was performed as described previously29,
normalizing to activity from cotransfected Rous sarcoma virus-b-galactosidase expression
plasmid (100 ng plasmid per well).
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Zeolites and related crystalline microporous oxidesÐtetrahed-
rally coordinated atoms covalently linked into a porous frame-
workÐare of interest for applications ranging from catalysis to
adsorption and ion-exchange1. In some of these materials (such as
zeolite rho) adsorbates2, ion-exchange, and dehydration and
cation relocation3,4 can induce strong framework deformations.
Similar framework ¯exibility has to date not been seen in mixed
octahedral/tetrahedral microporous framework materials, a
newer and rapidly expanding class of molecular sieves5±16. Here
we show that the framework of the titanium silicate ETS-4, the ®rst
member of this class of materials8, can be systematically con-
tracted through dehydration at elevated temperatures to `tune' the
effective size of the pores giving access to the interior of the crystal.
We show that this so-called `molecular gate' effect can be used to
tailor the adsorption properties of the materials to give size-
selective adsorbents17 suitable for commercially important separa-
tions of gas mixtures of molecules with similar size in the 4.0 to
3.0 AÊ range, such as that of N2/CH4, Ar/O2 and N2/O2.

ETS-4 has a mixed octahedral/tetrahedral framework (as shown
in the diagram in Fig. 1) with a structure related to the mineral
zorite18±20, and has been described in terms of the random inter-
growth of four hypothetical polymorphs21. Although larger open-
ings are present in its structure, faulting ensures that access to the
crystal interior of ETS-4 occurs through the relatively narrow eight-
membered rings (8MRs), analogous to what is seen in small-pore
zeolites22. The framework structure and cation positions of as-
synthesized ETS-4 (Na-ETS-4) and of Sr-exchanged ETS-4 have
been recently reported21,23. A distinct feature of ETS-4 is the presence
of titania semioctahedra that are connected to framework silicon
atoms through only four oxygen bridges18,21, which gives rise to a
planar connectivity, in contrast to the three-dimensional connec-
tivity commonly encountered in other microporous frameworks.

As-synthesized ETS-4 has been reported to collapse near 200 8C
to an amorphous material owing to the loss of structural water
chains present along the channel system15. We found that carefully
controlled heating leads to a monotonic decrease of the lattice
dimensions in all three crystallographic directions, along with the
gradual loss of crystallinity. Upon appropriate ion-exchange (for
example, with Sr) the thermal stability of the structure, as inferred
from diffraction and water adsorption measurements, can be
extended to higher temperatures (for example, up to 350 8C for
Sr-exchanged ETS-4).

Water-loss curves (as determined by thermal gravimetric analysis,
TGA) for as-synthesized and Sr-exchanged ETS-4, along with
representative room-temperature powder neutron diffraction
patterns of Sr-exchanged ETS-4 after dehydration at temperatures
up to 300 8C, are given in Fig. 2a and b, respectively. It is evident that
the exchange by Sr leads to higher temperatures for dehydration,
and as a result extends the stability range of the ETS-4 framework.
The lattice constants, determined from the room-temperature
neutron diffraction data, are listed in the Fig. 2 legend, while the
evolution of these constants, as determined by in situ X-ray
diffraction (XRD), is shown in Fig. 2c. A sharp structural transition
takes place at ,110 8C, followed by a continuous contraction up to
the point when the material becomes amorphous (at temperatures
higher than 350 8C). We refer to the dehydrated materials as CTS
(contracted titanosilicates). Samples of Sr-exchanged ETS-4 treated
at temperatures higher than 250 8C exhibit increasing loss of order,
as shown in the powder X-ray and neutron diffraction patterns.
Re¯ections with a k component broaden and disappear ®rst,
indicating deformation and eventual breaking of the titania
chains that run along the b axis.

The contraction of the CTS samples is preserved on cooling to
room temperature in a dry environment. Samples treated at a
temperature below 250 8C and rehydrated by exposure to moist
air recover their original structure, as determined by XRD. The
reversibility of the contraction/expansion phenomenon of ETS-4
points to the well known role of cation relocation on loss of water in
inducing framework distortions24±26. Samples dehydrated at higher
temperatures and exhibiting partial loss of X-ray crystallinity
rehydrate more slowly, and do not fully recover their original
crystalline structure upon rehydration. The unit cell dimensions
of the partially disordered material produced by dehydration of Sr-
exchanged ETS-4 at temperatures higher than 330 8C are stable
upon exposure to moist air for at least two weeks. The irreversible
change to the partially disordered structure (CTS) can be attributed
to the destruction of connectivity of the titania chains and con-
sequent loss of the restoring force needed to recover the original
structure upon rehydration; strong cation coordination to framework
oxygen atoms also promotes this irreversible change. Heat treatment
at slightly higher temperatures (.350 8C) leads to complete loss of
crystalline order.

Rietveld re®nement27±29 of the powder neutron diffraction data of
Fig. 2b revealed a progressive and pronounced effect on the 8MR-
opening in dehydrated samples (Fig. 3), in addition to cation
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relocation. More speci®cally, with the contraction of the unit cell
dimensions of ETS-4 during dehydration, the 8MR opening
becomes asymmetric, with the D1 distance (Fig. 3) decreasing
monotonically. At the same time, cation relocation takes place
and two new cation positions appear. One of the new cation

positions (Sr3; see Supplementary Information Table I) is at the
centre of the 8MR and its occupancy increases with the temperature
of dehydration. Although this new cation position has a low
occupancy, it nevertheless has pronounced effects on the access to
the crystal interior owing to the two-dimensional connectivity of

a

b

a

c

Figure 1 ETS-4 framework. Octahedrally coordinated titanium atoms that form O±Ti±O±

Ti±O± chains along the b direction are shown in green. The titania semioctahedra of the

bridging units that are connected to four framework silicon atoms through oxygen bridges

are shown in blue. Silicon and oxygen atoms are shown in yellow and red, respectively.

The a±b slice (left) shows the 12MR opening while the a±c slice (right) shows the 8MR

opening. Pore connectivity along the a direction is through 6MRs. As a result, transport of

molecules in ETS-4 can be considered to be two-dimensional within the b±c plane

channel system. Owing to faulting, the connectivity of the 12MR down the c axis is

interrupted and, therefore, transport and access to the interior of ETS-4 is controlled by

the 8MR opening.
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Figure 2 ETS-4 dehydration and associated decrease of the lattice constants.

a, Thermogravimetric analysis (TGA) showing differences in the water loss of as-

synthesized ETS-4 (Na-ETS-4) and Sr-exchanged ETS-4. b, Powder neutron diffraction

patterns of Sr-exchanged ETS-4 collected at room temperature after dehydration at 150,

200, 250 and 300 8C. The corresponding lattice constants (a axis, b axis, c axis in AÊ ) are:

(23.0120, 7.0705, 6.6899), (23.0006, 6.9588, 6.6486), (22.9465, 6.8198, 6.6394),

(22.9007, 6.6171, 6.5550) while the Le Bail weighted residuals (Rwp) are 1.68, 3.09,

3.41 and 3.56, respectively. The lattice parameters for the as-made sample are 23.1962,

7.2381, 6.965221. c, Changes of the lattice constants of Sr-exchanged ETS-4 during

heat treatment as determined by in situ XRD.
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the channel system of ETS-4 (Fig. 1). Both pore narrowing and
cation relocation lead to a progressive reduction of the effective
diameter of the 8MR.

The progressive contraction of the effective pore size of the 8MR
opening profoundly affects the adsorption properties of these
materials. Figure 4 shows a clear correlation between a measure of
the 8MR opening and the material's adsorption capacity for various
gas molecules. We note that although structure re®nement of Sr-
exchanged ETS-4 dehydrated at temperatures higher than 300 8C
was not attempted owing to loss of crystallinity, the D1 distance (see
Fig. 3) of the 8MR opening coincides with the (001) d-spacing and
can be reliably calculated from X-ray diffraction data. From Figs 2c,
3 and 4 it is evident that as dehydration temperature is increased and
effective pore size30 declines, molecules of progressively smaller
dimensions are excluded from adsorption into the crystals.

This phenomenon, the contraction of the unit cell, is cation
dependent. It occurs over the temperature regime associated with
the loss of those crystal water molecules that are coordinated to the
extra-framework cations. Other cation forms than those reported
here show similar behaviour (for example, Ba-exchanged ETS-4);
however, the speci®c cation or cation combination has a substantial
effect on the temperature range over which shrinkage occurs. Partial
exchange with Sr leads to similar behaviour, but the temperature
range that leads to framework contraction through dehydration is
larger. Figure 5 illustrates size-dependent separation of gas mol-
ecules using partially (75%) Sr-exchanged ETS-4 whose 8MR pores
have been progressively contracted through dehydration. When the
material is calcined at 190 8C, methane is readily adsorbed while the
larger ethane molecules are essentially excluded. The capacity for
methane absorption declines with further pore contraction; once
the material has dehydrated at 270 8C, substantial exclusion occurs
whereas the smaller nitrogen molecules are readily absorbed.
Dehydration at 300 8C results in suf®ciently pronounced pore
contraction to show signs of nitrogen exclusion while smaller

oxygen molecules can still penetrate the crystal, resulting in an
oxygen-selective adsorbent. The dominant cause of loss of gas
capacity for a species able to enter the crystal is reduction in
crystallinity, with a lesser effect due to lattice shrinkage.

We refer to the ability to systematically manipulate the effective
pore size in these materials as the `molecular gate' effect, which
enables the separation of molecules of nearly identical size. An
important example is the separation of nitrogen from methane.
Nitrogen occurs commonly in natural gas, to the extent that its
presence can render many natural-gas reservoirs unusable. As Figs 4
and 5 illustrate, the effective ETS-4 pore size can be manipulated to
exclude methane while still allowing the adsorption of the smaller
nitrogen molecule. First ®eld demonstrations show that the
molecular gate phenomenon allows removal of nitrogen from
natural gas (with water vapour contents of 80±150 p.p.m.) at
well-head pressures, reducing an initial nitrogen content of 18%
to less than 5% with a methane recovery of at least 90%31. The
system consists of seven pressure-swing adsorption beds with
overall process cycling time of 350 seconds, or 50 seconds adsorp-
tion per bed. On a laboratory scale, many other separations,
including the major constituents of air (Ar/O2 and N2/O2), have
been accomplished17.

The adsorption and structural results point to the contraction of
the 8MRs and concomitant cation relocation as being primarily
responsible for the gradual exclusion of smaller and smaller
molecules. However, some contributions may be due to the
presence and potential pore-blocking role of extra-framework
species, which may result from the progressive loss of crystalline
order that accompanies pore contraction. We have industrially
manufactured ETS-4 on a multi-ton scale, using standard equip-
ment and raw materials common to the zeolite industry. Despite the
unit-cell contraction and disorder induced by dehydration, it
retains adsorption capacities and uptake rates suitable for practical
applications. For example, the adsorption step in removing nitrogen
from natural gas can be completed in less than one minute. The
kinetic stability of ETS-4 to rehydration allows the material to be
used in relatively humid process streams. We have a pilot plant that
has successfully puri®ed methane using raw, wet natural gas for
nearly two years. These features, and the ability to tune the effective
pore size of ETS-4, make it an attractive system for a range of
important and dif®cult gas separation applications. M
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(width); and H2O, 3.9 AÊ (length), 3.15 AÊ (width).
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Methods
Synthesis and characterization

ETS-4 synthesis and ion exchange were performed as described elsewhere17,21. In situ X-ray
diffraction was performed using a Philips X'Pert diffractometer equipped with a high-
temperature stage employing a Si internal standard. TGA was performed in a DSC/TGA
(differential scanning calorimetry/thermogravimetric analysis) system with a heating rate
of 0.5 8C min-1 in air and a ¯ow rate of 10 litres per hour. ICP-MS (inductively coupled
plasma-mass spectrometry) was used to determine the degree of ion-exchange. Adsorp-
tion data (Fig. 4) were collected in a VTI HPA-300 at 100 p.s.i. and 30 8C after dehydration
for 24 h at the required temperature. Adsorption isotherms (Fig. 5) were collected, by VTI
Corp., in a VTI HPA-300 at 25 8C, after 24 h of dehydration at the required temperature.

For the neutron diffraction studies, samples of Sr-exchanged ETS-4 were heat-treated at
the required temperature for 24 h in Pyrex vials under dry helium ¯ow. The vials were then
sealed, isolated from the helium stream, and stored in a dry helium atmosphere. The
samples were subsequently transferred to indium-sealed vanadium sample holders under
a dry helium atmosphere. Neutron diffraction patterns were collected between 2v values of
68 and 1308 on the high-resolution BT-1 powder diffractometer at NIST (Gaithersburg,
MD), operating at a wavelength of 2.0783 AÊ with a Ge(311) monochromator and a 159
Soller collimator for high neutron ¯ux.

Structure analysis

The room-temperature structure of Sr-ETS-4 in the Cmmm space group (solved from
X-ray data) was taken as a starting point for the solution of the contracted structure.
Analysis of neutron diffraction data from the material heat treated at 150, 200, 250 and
300 8C shows that Cmmm symmetry is retained to a good approximation. First, structure
factors were extracted from the neutron diffraction data using the Le Bail algorithm27. The
lattice constants (in the Cmmm space group), diffractometer zero, scale factor, back-
ground, and pro®le parameters were re®ned using this extraction technique before any
atomic parameters were varied. The lattice constants and weighted residuals using the Le
Bail ®t are given in the legend of Fig. 2 and represent the best possible ®t using the Cmmm
space group.

A detailed structural analysis was performed on the samples dehydrated at 150, 200, 250
and 300 8C. Fourier difference maps were used to locate the Sr2+ cations in the framework
for these cases. Three cation positions are located and re®ned in these structures. Three-
site occupancy constraints are used to satisfy both the overall charge balance as well as the

total number of cations as known from the room-temperature structure. Two of the cation
sites have relatively low occupancies. One of them is the original Sr2+ cation site in the
room-temperature structure, and the other is a new site located at the centre of the 8MR,
in which case the cation coordinates to the oxygen atoms of the 8MR. The third site is
heavily occupied, and is also a new cation position. There is another signi®cant peak
observed in the Fourier maps which, owing to its coordination environment, is attributed
to residual water still adsorbed in the framework. The oxygen (Ow) occupancy on this site
decreases signi®cantly with increasing dehydration temperature, in agreement with
thermogravimetric data.

Structure re®nement

After identifying these structural changes, we conducted Rietveld re®nement28,29 of the
data for the samples dehydrated at 150, 200, 250 and 300 8C. However, owing to the low
number of observed diffraction peaks and disorder in the material, soft constraints were
necessary throughout the re®nementÐelimination of these constraints results in
divergences in the model. The weight of the bond-angle constraints was set to 10% of the
weight of the bond-distance constraints, and results in physically realistic bond distances
and bond angles. Tables 1a, 1b, 1c and 1d in the Supplementary Information show the
re®ned cation and framework structural parameters. The lattice constants obtained from
the Le Bail ®t are further re®ned, with only minor changes occurring in their values.
Figures 1a, 1b, 1c and 1d in Supplementary Information show the ®tted neutron
diffraction patterns for the cases considered here. The ®ts are reasonably good, and are
close to the best possible values in the Cmmm space group, as obtained by the Le Bail
pro®le ®t.
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To determine the mechanisms governing the last deglaciation and
the sequence of events that lead to deglaciation, it is important to
obtain a temporal framework that applies to both continental and
marine climate records. Radiocarbon dating has been widely used
to derive calendar dates for marine sediments, but it rests on the
assumption that the `apparent age' of surface water (the age of
surface water relative to the atmosphere) has remained constant
over time1,2. Here we present new evidence for variation in the
apparent age of surface water (or reservoir age) in the North
Atlantic ocean north of 408 N over the past 20,000 years. In two
cores we found apparent surface-water ages to be larger than those
of today by 1; 230 6 600 and 1;940 6 750 years at the end of the
Heinrich 1 surge event (15,000 years BP) and by 820 6 430 to
1; 010 6 340 years at the end of the Younger Dryas cold episode.
During the warm Bùlling±Allerùd period, between these two
periods of large reservoir ages, apparent surface-water ages were
comparable to present values. Our results allow us to reconcile the
chronologies from ice cores and the North Atlantic marine
records over the entire deglaciation period. Moreover, the data
imply that marine carbon dates from the North Atlantic north of
408 N will need to be corrected for these highly variable effects.

The last deglaciation is a period particularly well dated because it
belongs to the time span covered by isotopic (14C) dating techni-
ques, which can be applied to both continental and marine sedi-
ments. Moreover, 14C dates can be converted into calendar ages
through calibration curves describing the variations in the atmo-
spheric 14C/12C ratio over the past 20 kyr (ref. 3). Also, the
uncertainty on the absolute dating by annual-layer counting of
the Greenland ice cores is small (,550 yr) over the last 15 kyr
(ref. 4). Therefore, it is possible to compare directly the timing of
events from continental and ice-core records, and thus to infer
causal mechanisms from the data. The situation is more complex for
the marine data, as the 14C dates are measured on foraminifera
preserved in the sediments and hence re¯ect the 14C/12C ratio of the

water in which the foraminifera calci®ed. The surface-water 14C/12C
ratio is different from that of the contemporaneous atmosphere,
re¯ecting the balance between the input of atmospheric 14C and its
removal by transport and radiodecay in the water column. This
difference in 14C/12C ratio is usually expressed as the apparent or
reservoir age of the water mass.

A compilation of pre-bomb surface-water 14C content indicates
that the modern surface reservoir age is about 400 6 100 yr in the
tropics and in the North Atlantic whereas it rises to 1,200 yr at
higher latitudes in the Southern and North Paci®c oceans5,6. Past
reservoir ages most probably differed from those of today, but only
sparse data exist. Reservoir ages have been measured in a few sites at
given times in the past, by dating contemporaneous samples in
marine sediments and in terrestrial organic matter, marked by the
same volcanic ash layer7±10.

Here, we present summer sea surface temperature (SST)
reconstructions and benthic oxygen isotopic records (d18Ob) from
three sediment cores raised for the North Atlantic Ocean between 37
and 558 N (SU 81-18, 378 469 N, 108 119 W, 3,135 m; CH 69-09,
418 459 N, 478 219 W, 4,100 m; and NA 87-22, 558 299 N, 148 419 W,
2,161 m). These records have been dated by accelerator mass
spectrometry on monospeci®c planktonic foraminifera samples1,11,12

(see Supplementary Information Table 1). Radiocarbon ages have
been converted into calendar ages with the CALIB 4.1 software13, the
smoothed (310-yr moving average) 1998 marine calibration curve
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Figure 1 Age±depth relationships for the three North Atlantic deep sea cores. Calendar

ages were calculated from the measured 14C ages (see Supplementary Information

Table 1) with the CALIB 4.1 software13 and a constant surface reservoir age of 400 yr. For

each core, two different interpolation schemes were used: ®rst, we computed the ®fth-

order polynomial ®tting the dated levels (grey line); second, we linearly interpolated the

dated levels, leaving out one age in core NA 87-22 and three ages in core SU 81-18 that

showed small age inversions (arrows). The error on the linearly interpolated age scale is

taken as one standard deviation of the sample's calendar-age probability distribution

given by CALIB 4.1. The error on the polynomial age scale is taken as the difference

between the actual sample calendar age and the polynomial age computed at the same

level, when this difference is larger than the error on the sample's calendar age. It is

otherwise equal to the error on the linearly interpolated age scale. We derived the ®nal age

model for each core (black dots with 1-s.d. error bars) by taking the arithmetical mean of

the above two timescales to ensure realistically large error bars. The ®nal error estimate

includes an additional 200-yr uncertainty, representing the maximum possible

bioturbation bias. Both interpolation schemes support our conclusions.
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