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Predicting adaptive evolution

Robin M. Bush

OP I N ION

Phylogenetic trees reconstruct past
evolution and can provide evidence of past
evolutionary pressure on genes and on
individual codons. In addition to tracing past
evolutionary events, molecular
phylogenetics might also be used to predict
future evolution. Our ability to verify adaptive
hypotheses using phylogenetics has broad
implications for vaccine design, genomics
and structural biology.

It is well documented that some genes
evolve more quickly than others; for
instance, in the human species, certain his-
tone genes are highly conserved, whereas
immunoglobulin loci are extremely poly-
morphic1. A lack of genetic variation might
indicate the occurrence of purifying selec-
tion — a force that preserves the adapted
condition and that is therefore typically
observed in functionally important genes.
By contrast, extensive variation in genes
indicates that the encoded protein might
benefit from undergoing amino-acid

replacements. Such positive selection has
been recently observed in genes that have an
adaptive function. Until now, it has been
difficult to link the patterns of molecular
variation to the selective pressures responsi-
ble for them. However, in some systems,
notably in viral species, sufficient sequence
data now exist to test adaptive hypotheses
directly using phylogenetic analysis.

Phylogenetic trees are a graphic means of
reconstructing evolution on the basis of
similarity between the characters of the
individuals under study; the length of a hor-
izontal branch on the tree reflects the
amount of change between an individual
and its nearest ancestor (BOX 1). Evolutionary
pressure on a gene or codon can be detected
by comparing the rates of synonymous
(silent) and non-synonymous (amino-acid
changing, or non-silent) nucleotide substi-
tutions across the branches of a tree. In the
absence of selection, the synonymous and
non-synonymous substitution rates should
be equal (FIG. 1a). Most coding genes show an
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analysis and summarize the biological sys-
tems in which evidence of positive selection
has been detected. I discuss the cases in which
predicting evolution might be realistic, along
with some of the potential pitfalls encoun-
tered in this type of work. Last, I present some
practical applications of substitution rate
analysis: for epitope identification in vaccine
design, for the determination of protein
structure, and as a tool for interpreting the
results of whole-genome sequencing projects.

Positive selection
The study of adaptive evolution using substi-
tution rate analysis involves two basic steps.
The first involves reconstructing the evolu-
tionary history of a gene in the form of a
phylogenetic tree. A tree depicts the changes
that occur as sequences descend from a com-
mon ancestor (BOX 1). In the second step, the
tree is used to estimate the non-synonymous
and synonymous nucleotide substitution
rates over time (BOX 2). A substitution rate
might be calculated for the entire gene by
summing substitutions across codons; how-
ever, with sufficient data, rates might also be
estimated for each individual codon. Tests
that sum substitutions across codons might
fail to identify positively selected genes if high
non-synonymous substitution rates occur at
only a few codons. Despite this drawback,
genic level studies have identified a number
of putative, positively selected genes (see REF. 2

for a comprehensive list). Most of these genes
fall into two principal groups: pathogen sur-
face proteins, and sperm proteins of aquatic
animals that practice external fertilization.

The surface proteins of pathogens must
change their three-dimensional structure to
avoid recognition by antibodies that are
raised in response to previous antigen expo-
sure. Therefore, it is likely that evasion of the
host immune system drives repeated amino-
acid replacements in surface proteins.
Indirect support for this assumption has
been found: the codons in genes with a high
non-synonymous substitution rate typically
code for residues that are exposed on the
surface of the pathogen. Examples include
the porB gene of the gonorrhoea-inducing
bacterium Neisseria gonorrhoea3, which
encodes protein channels in the lipopolysac-
charide layer of Gram-negative bacteria, and
the gp120 envelope gene of the human
immunodeficiency virus (HIV-1)4. The same
is true of haemagglutinin (HA), which,
along with neuroaminadase (NA), is one of
the most antigenic surface proteins of the
influenza virus. Here, the positively selected
residues lie on the surface of the protein,
within known antibody-binding sites5.

per gene seem to be positively selected. In
proteins of known structure, studying the
effects of changing these particular residues
might lend insight into the functional role of
the protein. In proteins of unknown struc-
ture, knowing the location of positively select-
ed residues in the two-dimensional structure
provides a starting point to determine the
three-dimensional structure of the protein, as
these residues typically lie in positions
exposed to external selective forces. In addi-
tion, we can test adaptive hypotheses by cor-
relating change over time (across the tree) at
the putative, positively selected codons with
changes in phenotype or in fitness. Given a
sufficient understanding of how a protein
responds to selection in a particular system, it
might be possible to predict its response to
future selective challenges.

In this article, I outline the theoretical
basis for the research into substitution rate

excess of synonymous substitutions, which
indicates that purifying (stabilizing) selec-
tion is operating to preserve the current
structure and function of the protein (FIG.

1b). Neutral or conserved substitution pat-
terns provide limited insight into the evolu-
tionary process, because the phylogenetic
tree provides no additional information as
to why the gene evolved in this manner.

Much more interesting studies are possible
when substitution rate analyses indicate the
occurrence of positive selection (FIG. 1c).
Positive selection is natural selection that
favours amino-acid change. Continual posi-
tive selection leaves a characteristic pattern on
a phylogenetic tree in the form of a greater
rate of non-synonymous than synonymous
substitution. Potentially, these trees can pro-
vide a great deal of additional information
about the nature of adaptive change in a sys-
tem. Typically, only a small number of codons

Box 1 | Phylogenetic trees

Phylogenetic trees are a graphic
means of representing the
relationships between
individuals on the basis of their
similarities. In the diagram, the
sampled individuals are
represented by terminal nodes
(purple dots) and are connected
by branches. Terminal nodes are
connected to their inferred
ancestors, the internal nodes
(brown dots), by terminal
branches, whereas internal
nodes are connected to one
another by internal branches.
The length of the horizontal
branches represents the genetic

distance between individuals. In the example above, the two uppermost nodes are considered
each others’ nearest relative because they are identical at eight out of nine nucleotide
positions, the bottom sequence is evolutionarily more distant as it is identical to the top
sequence at only five sites (single letters in brackets refer to amino acids), bold text highlights
a nucleotide substitution.

Several methods exist to construct phylogenetic trees, but those most commonly used are
known as maximum parsimony, maximum likelihood and neighbour joining. The
maximum-parsimony approach to constructing an evolutionary tree operates on the
principle that simple solutions are preferred to more complex ones. This means that the
preferred tree will be one that requires the smallest number of evolutionary events. In this
example, a minimum of five nucleotide substitutions (in bold) are required to reconstruct
the evolution history that links the three terminal nodes. Maximum-likelihood methods
infer the tree topology (branching sequence) that is most consistent with the observed data.
These methods calculate the possibility that any given topology will produce the observed
sequences if calculated for all or many possible topologies that have been constructed
according to pre-defined evolutionary hypotheses. Neighbour joining is a type of cluster
analysis in which pairs of nodes are iteratively combined to form larger and larger trees
(starting with the two most closely related nodes) based on the minimal distance between
clusters. For a thorough review of these and other phylogenetic methods, see REF. 25. (NS,
non-synonymous; S, synonymous.)
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changed the shape of the haemagglutinin with
respect to antibody recognition than did sub-
stitutions at other codons.

Predicting evolution 
In the previous section, I showed that positive
selection can explain the high rate of non-
synonymous versus synonymous substitution
in human influenza haemagglutinin. In
essence, these retrospective tests involved
going back in time to see whether we could
predict subsequent evolution in our 11 years
of data. Our predictions were successful in 9
out of 11 years.

Our studies are based on the assumption
that the selective pressure on influenza during
our study period was directed towards avoid-
ing immune recognition. We also assume that
this selective pressure persists today and,
based on this assumption, propose that circu-
lating strains with the most additional muta-
tions at these same positively selected codons
at present will be the progenitors of future
influenza lineages. It remains to be seen how
well our hypothesis holds up.

Influenza is perhaps the only natural sys-
tem at present available in which it is possible
to try to predict evolution at the population
level. This is due to three main factors. First,
haemagglutinin evolves very rapidly, allowing
us to observe change easily. Second, haemag-
glutinin is one of the best-studied genes in
terms of positive selection5,18–24. One reason
for this is the high quality of the available
data. Sequences used in our work and that of
many other recent studies were generated by
the Influenza Branch of the US Centers for
Disease Control and Prevention (CDC, see
link) as part of the World Health
Organization (WHO) influenza surveillance
programme (see link). Sequences that date
back to the 1968 emergence of the H3N2 sub-
type in humans are available, along with data
on the date of collection and laboratory cul-
ture, through the Influenza Sequence
Database at Los Alamos National Laboratory
(see link). Third, prediction might be limited
to influenza because of the unambiguous
measure of fitness available in this system,
which is assessed by the survival or extinction
of a particular lineage.

The only system for which the wealth of
sampling data approaches influenza is the
human immunodeficiency virus (HIV),
which also evolves rapidly. However, in con-
trast to influenza, many new mutant lin-
eages of HIV survive at the population level,
rather than just one. There is no clear means
by which to compare the fitness of different
HIV isolates in a population on a real-time
basis. Linear replacement of HIV-1 strains

Pathogens exert strong selective pressure
on their hosts so, not surprisingly, there is evi-
dence of positive selection from various host-
defence systems. Human major histocompat-
ibility complex (MHC) antigen-recognition
sites seem to be positively selected6. Although
plants use resistance genes and chitinases
(enzymes that degrade fungal cell walls) for
defence rather than the T cells, MHC and anti-
bodies that are used by animals, surface pro-
teins of plant pathogens show signs of positive
selection7,8 as do plant-defence systems9. These
studies suggest that host–pathogen systems
involve exquisite matching between the
pathogen and host receptors.

Proteins that are involved in the reproduc-
tion of externally fertilizing marine organisms
provide another class of genes under positive
selection. The two most extensively studied
cases are the lysin gene of abalones (a shell-
fish)10–13 and the bindin gene in sea
urchins14–17. Lysin, which is released from
sperm at fertilization, dissolves the vitelline
coat of the egg in a species-specific manner;
bindin is a sperm acrosomal protein that
mediates species-specific recognition and
binding between the sperm and the egg after

the sperm has penetrated the egg jelly.
Enforcement of species-specific sperm recog-
nition might be the principal selective force
for change in bindin and lysin, as host speci-
ficity for sperm recognition requires correct
matching of the sperm surface with receptors
on the egg. Positively selected codons in
abalone lysin lie on the surface of the mole-
cule and are associated with structural fea-
tures that are thought to be involved in bind-
ing13. In terms of the need for specific
matching, this system shares many similari-
ties with the host–pathogen studies above.

In summary, reasonable adaptive
hypotheses have been proposed to explain
how certain patterns of genetic change might
have been produced by positive selection. But
how do we test whether positive selection
actually occurred? 

Testing adaptive hypotheses
Positive selection produces an excess of non-
synonymous substitutions on a phylogenetic
tree. However, this excess alone is not suffi-
cient evidence to invoke positive selection.
Support for the hypothesis requires an
increase in fitness caused by amino-acid
replacements at the putative, positively select-
ed sites. So far, there has been only one test of
this hypothesis, using the gene for haemag-
glutinin, the principal surface antigen of the
H3N2 subtype of human influenza A (H3N2
refers to the particular HA and NA gene vari-
ants that it contains).

Human influenza evolves so rapidly that
vaccine strains must be updated almost
yearly. Selection favours haemagglutinin
variants that escape recognition by the anti-
bodies that are formed in response to past
infection or vaccination. New lineages of
H3N2 influenza A that differ in their
haemagglutinin arise frequently. As shown
in FIG. 2, at any given time several closely
related lineages co-circulate. For reasons that
are not yet understood, all but a single lin-
eage dies out within a few years. Relative fit-
ness, the rate of increase of a genotype rela-
tive to other genotypes in a population, is
thus unambiguous in this system.

We constructed phylogenetic trees that rep-
resented the evolution of the H3 human
haemagglutinin gene through 11 successive
influenza seasons. We found that lineages
undergoing the greatest number of new
amino-acid replacements at putative, positively
selected codons were fitter than other lineages
in 9 out of 11 recent influenza seasons5,18; that
is, lineages with the most replacements would
outcompete all others. These results support
the hypothesis that replacement substitutions
at positively selected codons more effectively
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Positive
selection
NS/S=6/0

Purifying
selection
NS/S=0/6

Neutral
drift
NS/S=3/3

a

b

c

Figure 1 | Effects of selection on substitution
rates. Non-synonymous (NS) and synonymous
(S) nucleotide substitutions that typify three
selective regimes: a | selective neutrality (NS = S),
b | purifying (stabilizing) selection, which
conserves the present sequence (NS < S), and 
c | positive selection, which favours amino-acid
replacement (NS > S). Non-synonymous
substitutions are represented by coloured dots
and synonymous substitutions are indicated by
black dots.

© 2001 Macmillan Magazines Ltd



390 |  MAY 2001 | VOLUME 2  www.nature.com/reviews/genetics

P E R S P E C T I V E S

cal support for a node. We obtained poor
bootstrap support for a large number of
nodes in our influenza A haemagglutinin
tree. When we examined hundreds of equally
plausible trees we found an excess of non-
synonymous substitutions at some codons in
only a small number of trees5. Because we
planned further studies based on these
results18, we limited our list of putative, posi-
tively selected codons to those present in
most trees. I know of only one other study
that examined this problem: analyses using
the HIV-1 gp120 gene were reported to be
robust to error in tree topology4.

Laboratory evolution. The study of adaptive
evolution focuses on pathogens because of
their medical importance and because they
evolve quickly enough to be studied in real
time. Many pathogens also quickly adapt to
laboratory culture conditions; so, sequences
obtained from culture might contain arte-
facts that introduce error into substitution
rate analysis. A pertinent example involves
human influenza, which is typically cultured
inside chicken eggs. Egg-adapted amino-acid
replacements are known to occur around the
receptor-binding pocket of the haemagglu-
tinin protein. If undetected, these mutations
will be assigned as an extra mutation on the
terminal branch of a phylogenetic tree (BOX

1). This is simply because the affected
sequence is grouped with its nearest relative
on the basis of similarity at the hundreds of
unaffected codons in addition to the egg-
adapted codon. We estimated that about 8%
of the amino-acid replacements in our
influenza data set were egg-adapted
artefacts28. To prevent lab artefacts from
affecting our analyses, we eliminated all
mutations assigned to terminal branches
before calculating substitution rates.

Laboratory evolution results in amino-acid
replacements in both the gp120 envelope gly-
coprotein of HIV-1 (REF. 31) and the VP1 cap-
sid protein of foot-and-mouth disease virus32.
It would be interesting to know whether labo-
ratory artefacts also affect the substitution rate
studies of these pathogens4,23,33.

Sampling bias. Influenza isolates sent to the
CDC from the WHO collection centres are
screened for antigenic similarity to known
circulating strains. Isolates that are antigeni-
cally indistinguishable from reference
strains on the basis of a haemagglutinin-
binding test are typically not sequenced.
This purposeful sampling bias increases the
number of non-synonymous substitutions
in our data even when these substitutions
imparted no selective advantage to the virus

Phylogenetic uncertainty. Insufficient sam-
pling can cause error in phylogenetic recon-
struction, and consequently error in identify-
ing codons that are under positive selection.
One way to estimate sampling error is a sta-
tistical technique called bootstrap analysis30.
In this technique, new data sets are created by
randomly sampling characters from the orig-
inal data set. The resulting data sets are the
same size as the original, but some characters
have been left out and others duplicated. The
bootstrap value of a node (a branch division
on a tree) is the percentage of times that node
is present in the set of trees constructed from
the new data sets. A bootstrap value of 95%
or higher is typically considered good statisti-

over time has been seen in individual
human hosts25, so it might be possible to
predict its evolution in this limited context.
In influenza, prediction has a direct clinical
application in terms of vaccine strain selec-
tion. Unfortunately, the equivalent for HIV
— developing vaccines for individual HIV-
infected patients on the basis of evolution of
the virus within their bodies — is not possi-
ble at this time.

Evolutionary prediction might be feasi-
ble in other model systems. Wichman, Bull
and collaborators showed that genetic
change occurred over time at many of the
same positions in two related bacteriophage
strains that evolved on Escherichia coli hosts
in the laboratory26,27. Several of these sites
showed evidence of positive selection, and
these sites made up a disproportionately
large share of positions that differed
between the two parental phage strains. The
positively selected residues were all surface
exposed. Site-directed mutagenesis shows
that these residues affect host binding, but
lie outside of the putative binding site.
Whether the positively selected residues are
involved directly in binding is, as yet,
unknown, but the hypothesis that these
residues increase fitness could be tested
using direct-competition experiments.

Potential pitfalls 
We encountered three problems in our work
on influenza A that are rarely, if ever,
addressed in other studies of substitution
rates5,18. The experimental pitfalls that I
describe in this section are not specific to
influenza and concern errors in phylogenetic
reconstruction5, artefacts caused by laborato-
ry evolution28 and sampling bias29.

Box 2 | Substitution rate estimation 

The most popular method for estimating positive selection on the genic level is that of Nei and
Gojobori35, as implemented in the computer program MEGA (Molecular Evolutionary Genetics
Analysis, see link). This program determines statistical differences between synonymous and
non-synonymous substitution rates calculated from pairwise sequence comparisons. One
drawback of this method is that it might fail to find evidence for positive selection when only a
few codons in the gene are positively selected.

The simplest method for detecting positive selection on individual codons compares the
number of non-synonymous and synonymous substitutions at each codon with binomial
expectations based on the average numbers of substitutions across codons5. A more sophisticated
version of this method has since been developed in which expectations are calculated according to
the probability of non-synonymous or synonymous change for the specific residues in each
position22. These methods require a relatively large data set because each codon has to undergo a
substantial number of substitutions to obtain a statistically significant result.

Small data sets can be analysed using maximum-likelihood approaches36. These methods test
substitution patterns against expectations based on various models of evolution, including
positive selection. Maximum-likelihood techniques are computationally intensive, making their
use on large data sets problematic24. A more crucial problem with these methods is that they
might make more assumptions than can be justified given the small size of the typical data set37.

Year 2

Year 1

Figure 2 | Predicting evolution. This
phylogenetic tree represents a simplified view of
influenza A haemagglutinin evolution during a
single year. New mutant lineages continually arise
and then all but one become extinct. Dots
indicate amino-acid replacements at codons
known to have been positively selected in the
past. In our studies, the single lineage that
survives, shown here in bold, has typically
undergone the greatest number of additional
amino-acid replacements at the known positively
selected codons.
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homology searches against sequences already
held in GenBank. Simultaneous calculation of
the number of synonymous and non-synony-
mous differences between homologous
sequence pairs could help to identify genes
that are under intense natural selection.
Results from more sophisticated screens could
benefit from substitution rate analysis as well.
For instance, Intercell (see link), in collabora-
tion with The Institute for Genomic Research
(TIGR, see link), recently announced (at the

American Society for Microbiology — TIGR
2001 conference on microbial genomes) an
antigen identification technique in which the
peptide products of shredded genomic DNA
from the Staphylococcus aureus genome were
exposed to human antibodies. The question is
whether the peptide regions to which antibod-
ies bind in such a screen are also antigenic in
their natural form. One might pursue this
question by sequencing the same regions in
related organisms and by contrasting non-
synonymous and synonymous substitution
rates. On the basis of the data reviewed above,
a high rate of non-synonymous substitution
would provide an excellent reason to suspect
that a region binds antibodies in its intact as
well as in its shredded form.

In summary, we now have analytical
methods to identify genes, gene segments and
individual codons that are under selective
pressure to change. If the evolutionary forces
using this selection can be identified, predict-
ing the future course of evolution might be
possible in systems such as rapidly evolving
pathogens. The broader application of these
methods are exciting and diverse, as they
bring a new research tool to vaccine design,
genome sequence interpretation and protein
structure prediction.

Robin M. Bush is at the Department of Ecology
and Evolutionary Biology, University of

California, Irvine, California 92697, USA. e-mail:
rmbush@uci.edu

in nature. This sampling bias is most pro-
nounced in the class of substitutions
assigned to the terminal branches of the
tree29. So, when we eliminated mutations on
terminal branches to minimize the effects of
laboratory evolution on our analyses, we
also reduced the degree to which we overes-
timated the non-synonymous rate because
of sampling bias. I know of no other studies
in which the effects of sampling bias have
been examined.

Elimination of the mutations that were
assigned to the terminal branches of our
haemagglutinin tree resulted in a 70%
reduction in the number of mutations avail-
able for substitution rate analysis. However,
the remaining data contained strong evi-
dence for positive selection. Selectively
advantageous mutations are, by definition,
retained in a population longer than are
neutral or deleterious substitutions that
occur at the same time. Changes that persist
in the population will be assigned to the
internal (as opposed to terminal) branches
of phylogenetic trees (FIG. 3a). It is difficult to
attribute an excess of non-synonymous
mutations to positive selection when they
occur on lineages that quickly become
extinct (FIG. 3b).

Future applications
Although the prospect of predicting evolu-
tion is exciting, predictions can be verified
only in very rapidly evolving systems. More
practical applications of substitution rate
analysis include identifying epitopes for vac-
cine development, constructing theoretical
models of protein structure, and interpreting
the results of genome sequencing projects.

As described above, all of the putative, posi-
tively selected codons of the influenza virus are
located in known antibody-binding sites on
the exposed surface of the haemagglutinin5. If
these binding sites had not been previously
identified, our analyses would have pointed to
their location. Identifying functionally impor-
tant sites might develop as one of the chief uses
of substitution rate analysis. These methods
could be particularly helpful in searching for
conformational epitopes — antigenic struc-
tures composed of non-contiguous residues
that lie near one another only when the protein
is correctly folded. These might appear in a
gene as scattered codons that show similar evi-
dence of positive selection.

Results of positive selection studies can also
be used to help guide construction of theoreti-
cal protein structure models. For example, the
structures of many porins have yet to be
resolved using X-ray crystallography. Protein
purification seems to destroy bonds between
the porin and other components of the cell
membrane that are crucial to its three-dimen-
sional conformation. In the porB gene of
Neisseria gonorrhoea3, the putative, positively
selected segments lie on the exposed loops of
the porin.We might reasonably expect regions
of other porins to show this pattern. In another
example, Ishimizu et al.34 identified four
regions in the seminal RNase (S-RNase) gene
that have an excess of non-synonymous substi-
tutions. This gene is associated with the self-
incompatibility system in the Rosaceae.
Homology searches based on predicted sec-
ondary structure indicate that these four
regions are exposed on the surface of the style
(the portion of the female reproductive organ
on which pollen grains attach and germinate)
and thus are candidate sites for recognition of
self-derived pollen. These results indicate that
identifying the surface-exposed segments of a
protein using substitution rate analysis could,
along with two-dimensional structure predic-
tion, provide a basis for constructing three-
dimensional models of proteins that lack
amino-acid homology with proteins of known
crystal structure.

Whole-genome surveys provide another
exciting area to apply these techniques. Open
reading frames obtained from genome sur-
veys are screened for possible function using
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a  Adaptive evolution b  Adaptive evolution?

Figure 3 | Adaptive evolution. The inference we
draw from relative substitution rate analysis should
be interpreted in the light of where the
substitutions appear on the tree. In this illustration,
both trees have four non-synonymous
substitutions at a single codon, shown as dots,
but no synonymous substitutions. Do the two
trees provide equal evidence of positive selection?
a | Each of the mutations on the tree swept to
fixation in the population, implying that they were
selectively advantageous. b | The same mutations
occurred in lineages that quickly became extinct.
The pattern seen in a is therefore stronger
evidence for positive selection. In our work on
influenza, we eliminated all terminal mutations in
our analyses5,18.

“… practical applications 
of substitution rate analysis
include identifying epitopes
for vaccine development,
constructing theoretical
models of protein structure,
and interpreting the results
of genome sequencing
projects.”
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Protecting genetic privacy
Patricia A. Roche and George J. Annas

OP I N ION

This article outlines the arguments for 
and against new rules to protect 
genetic privacy. We explain why genetic
information is different to other sensitive
medical information, why researchers 
and biotechnology companies have
opposed new rules to protect genetic
privacy (and favour anti-discrimination 
laws instead), and discuss what can be
done to protect privacy in relation to
genetic-sequence information and to 
DNA samples themselves.

The simultaneous publication of two versions
of the human genome could be an important
impetus to take more seriously the legal, ethi-
cal and social policy issues at stake in human
genome research1,2. There are many such
issues, and the one that has caused the most
public concern is that of genetic privacy. As
DNA sequences become understood as infor-
mation, and as this information becomes easi-

er to use in digitized form, public concerns
about internet and e-commerce privacy
(regarding the security with which an individ-
ual’s private details are protected) will merge
with concerns about medical record privacy
and genetic privacy. In this paper, we outline
the key public policy issues at stake in the
genetic privacy debate by reviewing generally
medical privacy, by asking whether genetic
information is like other medical information,
and by outlining the current controversies
over privacy in genetic research. We conclude
with some public policy recommendations.

Privacy
Privacy is a complex concept that involves sev-
eral different but overlapping personal inter-
ests. It encompasses informational privacy
(having control over highly personal informa-
tion about ourselves), relational privacy
(determining with whom we have personal,
intimate relationships), privacy in decision-

Links

FURTHER INFORMATION Neisseria gonorrhoea |
HIV-1 gp120 | foot-and-mouth disease virus |
US Centers for Disease Control and
Prevention | World Health Organization
influenza surveillance programme | Influenza
Sequence Database at Los Alamos National
Laboratory | X-ray crystallography primer |
Rosaceae | American Society for Microbiology
— TIGR 2001 conference | Staphylococcus
aureus genome | Intercell | The Institute for
Genomic Research | Molecular Evolutionary
Genetics Analysis | Phylogenetic Analysis by
Maximum Likelihood | Robin Bush’s lab |
Walter Fitch’s lab
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