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0.01 mM thiamine, 0.004% each of 18 amino acids (the standard ones minus Cys and
Met), 0.005% L-(+)-selenomethionine and 30 mg of ampicillin. The seed culture, grown at
30 8C overnight in Luria broth (20 ml), was centrifuged and the pellets added to the culture
medium. The mixture was incubated at 36 8C for 16 h with orbital shaking. The bacterial
suspension was centrifuged at 12,000g at 0 8C for 8 min. The pellets and the supernatant
contained 18 mg and 3 mg of apoaequorin, respectively. The apoaequorin in the pellets
was extracted, regenerated into aequorin and purified as described8 to yield 14 mg of pure
selenomethionine-substituted aequorin. The selenium content of the protein determined
by electrospray ionization mass spectrometry indicated that more than 90% of the five
methionine residues were substituted.

Crystallization
Crystals were grown at 17 8C by hanging droplet vapour diffusion. Drops consisted of 3 ml
of 10 mg ml−1 protein in 2 mM EDTA, 1.2 M ammonium sulphate, 10 mM Bis-Tris pH 7.2
with an equal volume of the well liquor, 63% saturated ammonium sulphate, 10 mM Bis-
Tris pH 7.2. Crystals took a week to appear and up to two months to grow to a size suitable
for diffraction. The crystals grow as square sectioned rods, the native recombinant protein
reaching dimensions of 0.6 × 0.1 × 0.1 mm, the selenomethionyl protein growing no bigger
than 0.3 × 0.07 × 0.07 mm.

Data collection
Data were collected at the Brookhaven National Synchrotron Light Source, beamline
X8-C. Crystals were cryoprotected by adding glycerol to mother liquor to 15% (v/v).
Crystals were flash frozen in the nitrogen stream of an Oxford Cryosystem before
data collection. Crystals of native aequorin diffracted to 2.3 Å, whereas smaller
selenomethionine-containing crystals diffracted to only 3.5 Å. All data were processed and
reduced using DENZO and SCALEPACK23. The space group of crystals of both protein
forms was determined to be P43212. Unit-cell dimensions for the native protein were a = b
= 81.27 Å, c = 163.66 Å, for the selenomethionyl protein a = b = 81.98 Å, c = 164.32 Å.
Data were collected on the selenium-containing crystal at three wavelengths to enable
MAD phasing (Table 2).

Phasing
Phases were determined from the MAD data using the program SOLVE24. This gave 10
selenium sites, consistent with 2 molecules in the asymmetric unit, 5 sites in each
molecule. Initial electron density maps indicated a-helices and molecular boundaries. The
phased selenium data were then subjected to density modification using the program
DM25, including twofold NCS averaging. Maps obtained from the DM-modified data
showed clear electron density for most of the chain of each molecule, including significant
side-chain density. On the basis of these maps and the known location of the selenium
atom sites, the chain was readily traced from residues 3 to 189 using the program O26.

Refinement
The initial model was refined against the selenium data (peak wavelength) with strict NCS
constraints using CNS27 including simulated annealing to 4,000 K. After some rebuilding,
this model was subsequently refined using native data, with phases gradually extended
using DM to 2.3 Å. To this point, the refined model contained no coelenterazine.
Tautomeric models of coelenterazine were built and minimized. An excellent fit to density
was obtained using the model based on the tautomer shown in Fig. 3 with a tetragonal, sp3,
carbon at the C2 position. The exception to the good fit was an unoccupied extension of
the density from the position of the C2 atom, strongly emphasized in Fo − Fc maps. This
density could be readily fit by a hydroperoxide bonded at C2, as previously suggested3,12.
The ligand was therefore rebuilt with the peroxide and used for subsequent modelling.
Parameter and topology files for refinement of the peroxidized coelenterazine were
obtained using the Hetero Compound Information Centre28. The whole structure was
then further refined, including restrained NCS, and water molecules added (Table 2).

As electron density for the peroxide group in the refined model appeared weaker than
the rest of the coelenterazine, the peroxide atoms were subjected to occupancy refinement.
This showed ,60% occupancy of this part of the ligand in molecule A and ,55% in
molecule B. Measurement of light emission from redissolved aequorin crystals shows that
when the crystals are obtained from the mother liquor they retain ,90% of the light-
emitting capacity of the native protein; however, after X-ray irradiation crystals show less
than 50% activity. This is consistent with loss of the peroxide during the data collection as
the result of radiation damage.
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In Fig. 2a, the right-hand label on the horizontal axis should have
read

k2

a21

and the axis label on the horizontal axis should have been ‘Abun-
dance of Predator-1 (N1)’. M
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germinating cohorts were followed for arcs established in 1997. Individuals established
before the beginning of the study (‘older’) were included in the census. Thus, there were a
total of 6 older cohorts and 12 germinating cohorts (3 from 1996, 6 from 1997 and 3 from
1998).

Censuses were conducted in May and September of 1996, 1997 and 1998. Seedlings’
distance to parent and distance to all other seedlings were calculated using x, y coordinates.
Neighbourhood density was estimated by the number of conspecific seedlings/saplings
within a 20 cm radius. Neighbourhood density for individuals along the arc’s edge was
adjusted by projecting a mirror image of seedling distribution 20 cm within the arc.

Separating distance and density effects
In logistic regression models, distance to parent and neighbourhood density were entered
as independent variables, and seedling status (alive or dead) was entered as the dependent
variable. Density at germination was used for seedlings, whereas density at the first census
was used for older individuals. Logistic regression analyses were conducted using SPSS,
version 6.1.3. Comparisons of mean distance to parent at initial and subsequent census
dates were made by generating reliability estimates using Resampling Stats, version 3.14.

Effect of soil
Fruits were collected from three trees in Bloomington with large crops. Fruit flesh was
removed, and seeds were surface sterilized (1 min 70% alcohol, 3 min 50% bleach, 1 min
70% alcohol, 1 min distilled water). To break dormancy, seeds were stratified in wet sterile
sand at 4 8C for 5–6 months. Soil was collected at distances of 0–5 m and 25–30 m beneath
trees 1, 4 and 6. Soil was sieved and root material was cut into ,1 cm pieces and returned
to the soil. Soil samples were diluted 1 : 1 v/v with sterile potting mix (Metro Mix). One
half of the soil in each distance class was autoclaved for 4 h at 211 8C. Seedlings that
germinated following stratification were planted in each of four soil types (near/far, sterile/
unsterile) and watered individually to prevent cross-contamination. Growth and survival
of seedlings were monitored for 2 months in the greenhouse. The experiment was
conducted in 1998, and again in 1999 with minor modifications. In 1998 all replicates were
planted in 4 cm pots, and pots from each soil treatment were placed in the same flat and
rotated weekly. In 1999 replicates were planted in randomly distributed 6.5 cm pots. There
were no significant differences between years so data from 1998 and 1999 were combined;
n = 34 per treatment combination except for the treatment combination with both high
density and sterilized soil where n = 28. Data were analysed using backward conditional
logistic regression (SPSS, version 6.1.3).

Pathogen isolation
Upon seedling death in field soil, roots were surface sterilized for 5 min in a 5% bleach
solution and rinsed in distilled water. Cross-sections from the leading edge of the disease
lesion were plated on corn-meal agar. Isolates were subcultured and maintained on corn-
meal agar plates. Isolates were identified to genus by Karen Rane, Diagnostic Technician at
Purdue Plant and Pest Diagnostic Laboratory, West Lafayette, Indiana. Pythium spp. are in
the division Oomycota, kingdom Protoctista (not true fungi). Isolates are maintained at
Indiana University and available on request. The three most common isolates were used to
create inocula grown in a nutrient-rich vermiculite medium. Over 80% of all isolates were
one of these three (distinguished on the basis of growth rate; colour and texture were
similar). Inoculation treatments are referred to as P1, P2, and P3. To obtain seedlings for
screening, ,200 seedlings were collected from an abundant population along a woodland/
field margin. Seedlings were within 5 m of each other and in a similar microhabitat, and
did not occur beneath a black cherry canopy. Roots were rinsed with distilled water to
reduce contamination. Although some seedlings may have been infected when collected,
seedlings were randomly distributed among treatments. Plastic pots (6.5 cm) were filled
with potting soil and watered. Five millilitres of inoculum were added to a depression
created in the centre of each pot. Seedlings were planted into this depression and exposed
vermiculite was covered. Two controls were included: potting mix only (control 1); and
sterile nutrient-rich medium and potting mix (control 2). There were 40 replicates of each
treatment and control. Seedlings were removed upon death. The null hypothesis that
survival is independent of treatment was tested using the x2 test statistic. Roots from plants
dying in each treatment were plated on corn-meal agar to determine whether the fungus
could be re-isolated from the roots.
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Why sex prevails in nature remains one of the great puzzles of
evolution1,2. Sexual reproduction has an immediate cost relative to
asexual reproduction, as males only express their contribution to
population growth through females. With no males to sustain, an
asexual mutant can double its relative representation in the
population in successive generations. This is the widely accepted
‘twofold cost of males’1–3. Many studies4–7 have attempted to
explain how sex can recoup this cost from fitness benefits asso-
ciated with the recombination of parental genotypes, but these
require complex biological environments that cycle over evolu-
tionary timescales. In contrast, we have considered the ecological
dynamics that govern asexual invasion. Here we show the exis-
tence of a threshold growth rate for the sexual population, above
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which the invasion is halted by intraspecific competition. The
asexual population then exerts a weaker inhibitory effect on the
carrying capacity of the sexual population than on its own
carrying capacity. The stable outcome of this is coexistence on a
depleted resource base. Under these ecological circumstances,
longer-term benefits of sex may eventually drive out the asexual
competitor.

An allele that confers a twofold advantage in growth rate per
capita doubles its representation in the population each generation.
An asexual species with the same advantage over a sexual species
only does so if the population is unbounded by carrying capacity.
Here we use a classical ecological model to show this distinction
with the fewest possible assumptions. Our model provides a frame-
work for understanding sex and asex as alternative strategies for
reproductively isolated sub-populations that compete to consume
a common resource. We begin by modelling the dynamics of
exploitation competition between two populations of resource
consumers. Each has a genetically coded rate constant for conver-
sion of resource uptake into new consumer biomass, and an average
lifespan for its members that may be influenced by its environment.
We then explore the implications for coexistence if one of these
types reproduces sexually and the other invades as an asexual
mutant.

Consider a renewing stock of prey exploited to some fraction S of
their carrying capacity by a population of predators present at a
fraction N of their carrying capacity. Let the predator have a rate of
prey consumption per capita that depends directly on prey density.
We then represent the dynamics of prey renewal and consumption
with a continuous rate equation:

Ṡ ¼ ð1 2 SÞS 2 NS ð1Þ

The first term describes a logistic renewal of prey, from a unitary
intrinsic rate to zero at carrying capacity S ¼ 1 (in the absence of
predation). The second term describes the opposing rate of loss of
stock to the predator.

We now distinguish between two species of predator competing
to exploit the resource, present at fractions N1 and N2 of their
respective carrying capacities. Let the rate of consumption by each
predator 1 have a component a21 accounting for the prey eaten by
predator 1 that would otherwise have been eaten by predator 2. In
effect, a21 describes the consequences to predator 2 of exploitation
by predator 1. A matching component a12 describes the inhibitory
effect of predator 2 on predator 1. If aij ¼ 1, then predator j takes
each prey from predator i at the same unitary rate as predator i takes
each prey for itself. In this case, the feeding niche of predator j
wholly encompasses that of predator i. If aij ¼ aji ¼ 0, then neither
predator uses up any of the prey exploited by the other. In this case,
the feeding niches of the predators do not overlap. The conceptual
scheme is illustrated in Fig. 1. Two new rate equations then describe
the resource available to each species, S1 and S2, as fractions of their
respective carrying capacities within the niches of N1 and N2:

Ṡ1 ¼ ð1 2 S1ÞS1 2 ðN1 þ a12N2ÞS1 ð2aÞ

Ṡ2 ¼ ð1 2 S2ÞS2 2 ðN2 þ a21N1ÞS2 ð2bÞ

Although these equations describe a single prey species that is
shared between two predators, so that S1 and S2 are not indepen-
dent, similar conclusions can be drawn from a model with two
independent prey species in which S1 þ S2 ¼ S. Setting the rates of
change to zero in equations (2) and solving for Si yields the
equilibrium stock of prey available to each predator species:

S1* ¼ 1 2 ðN1 þ a12N2Þ ð3aÞ

S2* ¼ 1 2 ðN2 þ a21N1Þ ð3bÞ

Finally, consider the dynamics of the two predators. Let each
predator i recruit in proportion ri to its exploitation per capita of Si

prey, and die at a constant rate per capita di. Assuming prey renews
at relatively fast timescales relative to predator turnover, we can use
equations (3) to obtain predator rate equations at prey equilibrium:

Ṅ1 ¼ r1½1 2 ðN1 þ a12N2ÞÿN1 2 d1N1 ð4aÞ

Ṅ2 ¼ r2½1 2 ðN2 þ a21N1ÞÿN2 2 d2N2 ð4bÞ

Equations (4) describe a logistic recruitment of predator i for a
given Nj, from an intrinsic rate per capita ri to zero at the maximum
density of 1 in the absence of losses di. This is the classical Lotka–
Volterra model of interspecific competition8,9. Crucially, for the
purposes of our argument, we have expanded it to allow for separate
components of mortality di and therefore separate birth and death
processes, rather than combining them in the conventional net
growth rate. Each predator has a steady-state abundance given by
setting its rate equation to zero and solving for Ni:

N1* ¼ k1 2 a12N2; where k1 ¼ 1 2
d1

r1

ð5aÞ

N2* ¼ k2 2 a21N1; where k2 ¼ 1 2
d2

r2

ð5bÞ

The constant ki is the carrying capacity of predator i in the
absence of the other consumer. The equilibrium abundance of each
thus depends on the abundance of the other. By plotting these zero
isoclines on the phase plane of N1 and N2, we can explore the
parameter values that allow coexistence of the two predators. In fact,
coexistence requires that k1=a12 . k2 and k2=a21 . k1, as illustrated
by the example in Fig. 2a. This yields a stable equilibrium of positive
(N1*, N2*) at the intersection of the isoclines, towards which any
positive (N1, N2) converges. In biological terms, this means that
each predator must have a smaller competitive effect on the carrying
capacity of the other than it has on its own carrying capacity
through intraspecific competition. Any other arrangement of iso-
clines produces extinction of one or the other predator10. If predator
j exerts a stronger inhibitory effect on the carrying capacity of
predator i than it exerts on its own carrying capacity (ki=aij , kj),
then predator j will replace predator i.

We now consider the particular case of a sexually reproducing

    

N2, S2    

Barrier to predator 2 Barrier to predator 1

N1, S1

Figure 1 Conceptual scheme for exploitation by a predator 1 (red vertical stripe) and a
predator 2 (blue horizontal stripe) of a renewing stock of limiting prey (grey filled dots).
Coexistence is possible if the two resource niches are not identical, otherwise the species
with the faster potential for population growth (given by ri /di) outcompetes the other at
equilibrium resource use, following Gause’s competitive exclusion principle. In this
example, only the middle section of the arena is exploited by both species (a12 ¼ 0:5,
a21 ¼ 0:8).
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anisogamous predator 1 that produces an asexual mutant predator
2. The cost of males gives predator 1 an intrinsic growth rate per
capita half that of predator 2 on average, so r1 ¼ 0:5r2. This means
that we assume an identical intrinsic birth rate per capita for asexual
individuals and sexual females, and zero birth rate for males which
constitute half the sexual population. If the two types differ only in
this respect, we can expect d1 ¼ d2. It is then useful to define
R0 ¼ r1=d1, which describes the capacity for growth of the sexual
population. R0 refers to the average number of offspring born to
each sexual individual before it dies, in the absence of both intra-
and interspecific competition (the subscript zero referring to the
sexual population at time zero when the first consumer converts
prey into offspring). The carrying capacities now become:

k1 ¼ 1 2
1

R0

and k2 ¼ 1 2
1

2R0

ð6Þ

The twofold difference in growth capacity yields a larger carrying
capacity for predator 2 than predator 1, reflecting its greater
efficiency of converting food into new predator biomass. This is
accommodated by a reduction in equilibrium prey stock. Figure 2b
shows the sequence of events as an asexual mutant invades a sexual
population. The larger carrying capacity of the asexuals contributes
to their higher equilibrium presence, at the expense of the sexuals.
Crucially, however, the twofold greater growth capacity of the
asexuals has an influence on the dynamics of asexual invasion
that depends on the absolute size of R0. Larger values of R0 reduce

the difference between k2 and k1 (equations (6)), and therefore
between N2* and N1* (equations (5)). If R0 is substantially greater
than unity, the twofold cost of males will have little consequence on
the dynamics of an asexual invasion. Figure 3 shows how sexuals
and asexuals reach an asymptotic ratio as R0 becomes infinitely
large. Both types then have an infinite lifespan (d1 ¼ d2 ¼ 0), which
means that their equilibrium populations have zero birth rates and
the asexuals are thus unable to realize their superior growth
capacity. The ratio of sexuals to asexuals diminishes as R0

approaches unity. Sexuals cannot persist with asexuals below a
threshold R0, defined by the twofold difference in reproductive
capacity and the competition coefficient of the asexual a12 (Fig. 3).
Figure 4 shows how a high growth capacity permits coexistence even
with a high competitive impact of asexuals on sexuals (a12

approaching 1), and that coexistence at lower R0 requires a corre-
spondingly lower minimum a12.

Provided that k1=k2 . a12, the sexual population coexists with the
asexual invaders, or even drives them out altogether if k1 . k2=a21

(Fig. 2a). We assume that the sexual predator 1 has less impact on
the growth of the asexual predator 2 than the asexual has on its own
growth, so a21 , 1. This is because the self-identical asexual
individuals (barring further mutations) must experience the strong-
est possible intraspecific competition. We further propose that the
asexual predator 2 is likely to have less impact on the sexual predator
1 than the sexual has on its own growth, even at the very start of the
invasion, so a12 , 1. This is reasonable if the asexual mutant has
been cloned from one or a few sexual genotypes, so that its
population represents only a small sample of the genetic pool to
which the sexual population belongs11. This type of founder effect
restricts the asexual to a narrower niche than is occupied by the
sexual, given genetic variability for resource exploitation in the
sexual population12. Recent examples of resource partitioning
between clones support a relationship between environmental
heterogeneity and genetic variation13–16. Empirical evidence that
differences in niche breadth may explain coexistence of sexual and
asexual populations has been found for several species, including
the freshwater snail Potamopyrgus17, the fish Poeciliopsis18 and the
lizard Cnemidophorus19. In the longer term, character displacement
in the sexual predator 1 and mutation and selection in the asexual
predator 2 seem likely to further reduce the value of a12. In the event
that d1 , d2 such that k1 . k2, the sexual type persists even with
a12 ¼ 1. Disruptive selection is likely to cause d1 to change with
respect to d2, particularly in the form of character displacement by
the genetically variable sexuals as a result of competition with the
self-identical asexuals20.

Although the cost of males is clearly ecology dependent, it
remains widely cited as a twofold disadvantage that must be

0
0

Abundance of Predator-1 (N2)

k1

A
b

un
d

an
ce

 o
f P

re
d

at
or

-2
 (N

2)

k2

α12

α12

k1

k2

a

Figure 2 Population dynamics of exploitation competition. a, Phase plane for two species
of competing consumers. The steeper of the two broken lines is the isocline for
exploitation by predator 1 at a given abundance of predator 2, and the other is the isocline
for exploitation by predator 2 at a given abundance of predator 1 (equations (5)). The
example shows stable coexistence at the intersection of the isoclines when a sexual
predator 1 is invaded by an asexual predator 2 with twice the capacity for growth (arrow).
a12 ¼ 0:5, a21 ¼ 0:8, r 1 ¼ 0:5r 2, d 1 ¼ d 2 ¼ 0:04, R0 ¼ 2:5 (predator 1). At
t ¼ 0, N 1 ¼ k 1, N 2 ¼ 0:0001. Abundance and time are non-dimensionalized.
b, Re-equilibration over time of example in a. Each predator i uses resource Si, and
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recouped in adaptive payoffs from the recombination of parental
genotypes2,21–25. Why do evolutionary biologists continue to ignore
the evidence from population ecology? We note from the literature
that ecological outcomes have previously been proposed with the
aid of purpose-built models rather than drawing on the standard
framework of Lotka–Volterra competition equations, with some
loss of generality in consequence. A pioneering study by Case and
Taper26 sought conditions for coexistence from a more elaborate
treatment incorporating marriage functions and resource-
dependent death rates. They had dismissed the classical Lotka–
Volterra model as unrepresentative of competition between sexual
and asexual types, on the grounds that it failed to separate birth and
death processes in the predator dynamics. Indeed, the usual
quotations of equations (4) in the literature omit explicit param-
eters di, so as to express predator recruitment in terms of net growth
rates10. As such, they give a steady-state growth of zero by definition
and so differences in fecundity cannot influence equilibrium co-
existence. This does not invalidate the rationale of the Lotka–
Volterra model. Our use of separate birth and death terms has
revealed the key parameters R0 and a12 that control the ecological
impact of male presence on the outcome of competition with
asexual mutants. Our conceptual scheme shown in Fig. 1 further-
more indicates that the outcome of competition between popula-
tions of consumers may also apply to distributions of species
occupying a habitat. If the resource points shown in Fig. 1 are
occupied rather than eaten, at a rate ri, and renew upon local
extinction of the colonist at a rate di, then our rate equations (4)
apply to the well-known Levins model27 of metapopulation
dynamics28.

Our application of classical population dynamics has shown how
intraspecific competition can halt the invasion of an asexual mutant
into a sexual population (Fig. 2). Coexistence is immediately

possible if the invading asexuals have a smaller inhibitory effect
on the exploitative abilities of the sexuals than the sexuals have on
themselves. The coefficient describing this relative effect, a12,
governs a threshold for the growth capacity of the sexual popula-
tion, below which sexuals cannot compete with the asexual invaders
(Fig. 3). Above this threshold, it is self-regulation of asexuals
through intraspecific competition that halts their population
growth before extinction of the sexual population. We therefore
conclude that the twofold cost of males to the growth capacity of the
sexual population does not automatically pose a threat to the
survival of the sexual strategy. Males are less costly to species with
high growth capacities. Strong intraspecific competition favours
coexistence after an asexual invasion, giving the sexual strategy
more time than was previously thought29 in which to express its well
known evolutionary advantages over asex. M
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Basal dendrites are a major target for synaptic inputs innervating
cortical pyramidal neurons1. At present little is known about
signal processing in these fine dendrites. Here we show that co-
activation of clustered neighbouring basal inputs initiated local
dendritic spikes, which resulted in a 5.9 6 1.5 mV (peak) and
64.4 6 19.8 ms (half-width) cable-filtered voltage change at the
soma that amplified the somatic voltage response by 226 6 46%.
These spikes were accompanied by large calcium transients
restricted to the activated dendritic segment. In contrast to
conventional sodium or calcium spikes, these spikes were
mediated mostly by NMDA (N-methyl-D-aspartate) receptor
channels, which contributed at least 80% of the total charge.
The ionic mechanism of these NMDA spikes may allow ‘dynamic
spike-initiation zones’, set by the spatial distribution of glutamate
pre-bound to NMDA receptors, which in turn would depend on
recent and ongoing activity in the cortical network. In addition,
NMDA spikes may serve as a powerful mechanism for modifica-
tion of the cortical network by inducing long-term strengthening
of co-activated neighbouring inputs.

To explore synaptic processing in basal dendrites we identified
fine dendritic branches using fluorescence confocal microscopy and
mimicked excitatory postsynaptic potentials (EPSPs) by ultraviolet
laser glutamate uncaging. Figure 1a compares a synaptically evoked
EPSP with an excitatory postsynaptic-like potential (EPSLP) evoked
by a 1-ms ultraviolet laser pulse directed to a basal dendrite in the
presence of 1 mM extracellular caged glutamate. The two post-
synaptic potentials were similar except that EPSLPs were slower and
had a larger NMDA component (see Methods for details).

Figure 1b shows EPSLPs evoked in a distal basal dendrite at
various laser intensities. At a certain threshold intensity, a small
increase in the laser intensity more than doubled the EPSLP
amplitude recorded at the soma (Fig. 1b). Beyond that threshold
intensity only a small additional increase in EPSLP peak amplitude
occurred when the laser power was increased (Fig. 1b, n = 14 cells).
The threshold and all-or-none nature of the response indicated
initiation of local dendritic spikes. The mean amplitude of just
subthreshold cable-filtered responses was 3.9 6 1.1 mV, and the
amplitude of the cable-filtered basal dendritic spike was 5.2 6 1.7
mV, as measured at the soma (n = 14). Unless otherwise specified,
the terms ‘suprathreshold’ and ‘subthreshold’ are taken to mean
‘suprathreshold in the dendrite’ and ‘subthreshold in the dendrite’,
respectively. All EPSLPs presented were subthreshold with respect to
axonal action potentials. Hyperpolarization of the membrane
potential reduced the amplitudes of the suprathreshold EPSLPs to
subthreshold levels (Fig. 1c, n = 4). Calcium imaging revealed that
suprathreshold EPSLPs evoked a large localized increase in calcium
influx limited to a roughly 20-mm stretch of the activated basal
dendrite (Fig. 1d, n = 5). These observations are consistent with
initiation of a local spike by focal glutamate uncaging onto a single
basal dendrite.

Subthreshold EPSLPs were not affected by addition of either the
specific voltage-gated sodium channel (VGSC) blocker tetrodotoxin
(TTX; 1 mM) (96 6 10% of control value, n = 7) or the voltage-
gated calcium channel (VGCC) blocker cadmium (50–150 mM)
(95 6 6% of control value, n = 10). In contrast, TTX and cadmium
substantially reduced the amplitudes and time integrals of supra-
threshold EPSLPs (Fig. 2a, b). The average threshold for basal
dendritic spike initiation measured at the soma was 4.2 6 1.4 mV
(n = 7) for TTX and 4.4 6 1.8 mV (n = 10) for cadmium. The
sodium and calcium-dependent cable-filtered spikes added 5.0 6
2.1 mV (half-width of 60 6 16 ms) and 4.7 6 1.8 mV (half-width of
58 6 15 ms) to the somatic potential, respectively.

Basal dendritic spikes could be reinitiated following blockade of
either VGSCs or VGCCs. The threshold laser intensity for spike
initiation increased by 29 6 6% in the presence of TTX and 101 6
9% in the presence of cadmium. The reinitiated spikes were similar
to the original spikes evoked under control conditions (Fig. 2c). The
averaged peak and time integral of the reinitiated spikes were 95.7 6
8.2% and 117.3 6 33.5% of the original spikes (n = 6). These results
indicated that although VGCCs and VGSCs participated in the
initiation of the basal dendritic spike, a third dendritic conductance
probably served as the major charge carrier. Furthermore, the fact
that basal dendritic spikes could be reinitiated in the presence of
either TTX or cadmium ruled out the possibility that these spikes
resulted from a polysynaptic or circuit effect.

When glutamate was uncaged at the soma, there were no sudden
jumps in response amplitude as laser intensity was increased.
Furthermore, TTX and cadmium did not noticeably change somatic
EPSLPs (101 6 11% and 104 6 4% of control, n = 6 and 7,
respectively). Thus, somatic VGSCs and VGCCs did not contribute
to basal dendritic spikes.

Initiation of local basal dendritic spikes was limited to distal basal
dendrites (.70 mm away from the soma). In three neurons the
difference between the distal and proximal dendrite was observed
for the same basal dendrite.

Basal dendritic spikes were critically dependent on activation of
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