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three-dimensional (3D) crystals22, containing H+-ATPase (1 mg ml−1), dode-
cylmaltoside (1.28 mg ml−1), threhalose (0.1%), ammonium sulphate
(100 mM) and PEG4000 (Fluka) (10.5% w/v) in 30G solution18, on carbon-
coated electron-microscope grids. Details of the crystallization procedure will
be given elsewhere.

Grids were blotted for 5 to 10 s, frozen in liquid ethane23, transferred at
liquid-nitrogen temperature into a Gatan cryotransfer specimen holder and
observed at ,100 K in a Philips CM200 FEG electron microscope operated at
200 kV acceleration voltage. Other grids were mounted in a modified Leica
KF80 rapid-freezing apparatus for transfer into a JEOL 3000SFF electron
microscope operated at 300 kV, equipped with a top-entry cryo-stage cooled
to 4 K with liquid helium. Images were taken with 1 or 2 s exposure time. Most
images recorded with the Philips CM200FEG were taken using a spot-scan
procedure (I. Tews and W.K., unpublished) at a total dose of ,10 eÅ−2. Images
at tilt angles above 458 were recorded with the JEOL 3000 SFF at a total dose of
,25 eÅ−2 in flood-beam mode. At these high tilt angles, the increased mean free
path of 300 kVelectrons was an advantage, as the effective specimen thickness at
608 tilt is ,500 Å. Images were recorded under low-dose conditions at a
magnification of 50,000 on Kodak SO-163 film and developed for 12 min with
full-strength Kodak D19.

Micrographs were screened by optical diffraction. 60 out of ,600 images
were selected. Areas of 8;000 3 8;000 pixels were digitized using a Zeiss SCAI
scanner with a 7-mm step size. Images were processed on a DEC/Alpha
workstation using MRC image-processing programs24. Phase comparison of
symmetry-related reflections from untilted images indicated P321 symmetry.
Only crystals with actual tilt angles of less than 58 showed the projection
symmetry clearly, owing to their unusual thickness of ,240 Å. After three
cycles of unbending and correction for the contrast transfer function, ampli-
tude and phase data of 60 images of tilt ranges 08 to 608 (Table 1) were merged.
Two rounds of refinement of the tilt angle and tilt axis angle of the individual
images against the merged data set resulted in an improvement of the average
phase residual from 35 to 26 8. Lattice lines (Fig. 1) were plotted with merged
amplitudes and phases and manually truncated at points where the scatter of
the observed phases approached random. The point-spread function indicated
a nominal maximum resolution of 8 Å in the x–y plane and 22 Å in the
perpendicular direction. A three-dimensional density map was calculated with
the CCP4 program suite25 with or without applying a negative temperature
factor. The map was displayed with the graphics programs O (ref. 26) or AVS27.
Adjacent monomers related by non-crystallographic 6-fold symmetry were
masked and averaged using the program SPIDER28.
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The factors that control the flexural rigidity—or effective elastic
thickness (EET)—of continental lithosphere have been exten-
sively studied over the past two decades. Using EET estimates
derived from the analysis of topography, basin structures and
gravity anomalies, several authors1–5 have shown that crustal
thickness, geothermal gradient, strain rate, rheology and plate
curvature all affect the flexural strength of continents. Recogni-
tion that certain combinations of these parameters result in a
significant reduction of flexural strength caused by decoupling of
the crust and the upper mantle3,5 has been a critical step in
understanding why many continental areas have estimated EETs
that are thin compared with the total mechanical thickness of the
continental lithosphere5. Here we develop a semi-analytical model
of the EET through a parametrization of the yield stress
envelope6,7 that includes the effects of crust–mantle decoupling.
We perform a detailed comparison of EET estimates at foreland
basins and mountain belts to values predicted by our model and
find that, to predict the EETestimates successfully, we need to take
into account the effect of the sediment cover and to use a strong
plagioclase-controlled rheology. The effect of sediment cover is to
weaken the lithosphere because of the lower density of sediments
relative to crystalline crust5,8,9 and by thermally insulating the
lower crust9–11.

The yield stress envelope (YSE)6 is one of the keys to under-
standing the variations of strength in the oceanic and continental
lithosphere5,7,11. It allows the parametrization of EET because it
defines bounds on the elastic stresses that the lithosphere can sustain
(Fig. 1). We formulate a model of flexural strength by assuming a
double-layered brittle–elastic–plastic YSE for the continental litho-
sphere. In the brittle parts of the lithosphere, the yield stress follows
Byerlee’s law12 (Fig. 1). By thin plate theory, the bending stress

within the elastic portion of the plate is linearly dependent on plate
curvature (Fig. 1). The yield stress in the ductile lower crust and
lower lithospheric mantle follows power-law dislocation creep12,13

represented by quasi-exponential curves (Fig. 1).
We derive semi-analytic expressions for the in-plane stress, T, and

bending moment, M, for the flexing lithosphere by approximating
the geotherm as a linear function of depth where the strength is
controlled by ductile flow. The stress distribution, j(z), depends
explicitly on the crustal thickness, the rheology of the continental
lithosphere, the geotherm and the sediment thickness. Integrating,
for a single layer we obtain:

T ¼ #jðzÞ dz ¼ g1
2
ðz1 2 z9Þ2 þ ẅ0½

1
2
ðz2

2 2 z2
1Þ 2 z0ðz2 2 z1Þÿ

þ
ė
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nRc #
z3

z2

euðzÞ dz
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where z0 is the depth of the neutral surface; z1 and z2 represent the
depth of the brittle–elastic boundary and the elastic–ductile
boundary, respectively; and z3 is the depth to the base of the YSE
(Fig. 1). We have z9 ¼ {½rc 2 rsðzsÞÿ=rc}zs, where zs is the depth of
the bottom of the sediment layer and rs and rc are the average
sediment and crustal densities, respectively. We have g ¼ 0:67r̄g or
g ¼ 2 2:21r̄g for tension and compression, respectively, and
ẅ0 ¼ E=ð1 2 u2Þẅ, where ẅ is the curvature of the lithosphere, E is
Young’s modulus and u is Poisson’s ratio. A is the power law pre-
exponent, n the power law exponent and QA the activation energy.
Finally, uðzÞ ¼ QA=½nRðT0 þ czÞÿ, with T0 and c as the zero intercept
temperature and geothermal gradient for the best-fitting linear
geotherm; R is the universal gas constant.

Equation (1) neglects some minor additional strength due to the
variation of sediment density with depth. Similarly to the formula-
tion in Bodine et al.7, the stress distribution, in-plane stress and
bending moment are functions of the depths z1 and z2. By specifying
the curvature and in-plane stress, we solve equation (1) numerically
to obtain z1 and z2. Then we determine the stress distribution and
calculate the bending moment, M:

M ¼ #jðzÞ z dz ð2Þ

The flexural rigidity, D, can be calculated for any given value of
the lithospheric curvature by using M ¼ 2 Dẅ. Decoupling occurs
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when bending stresses in the lower crust become larger than the
yield stresses. Equation (1) is then modified and solved for a double
YSE. The effective elastic thickness of the lithosphere is calculated
with:

D ¼ ½E=12ð1 2 u2ÞÿEET3 ð3Þ

For the modelling we use geotherms based on a 200 km equili-
brium thickness for the lithosphere14. We calculate the geotherm for
a given age of the lithosphere at the time of loading and a sediment
thickness. We solve the heat equation by using a modified Fourier
transform solution. The density and thermal conductivity of the
sediments vary with depth according to compaction properties for
a shaley sand15, a lithology representative of most foreland basins.
The initial porosity is 56%, the compaction depth constant is
2,564 m and the thermal conductivity is 3.8 Wm−1 K−1. Radiogenic
heat generation is neglected for the sediments but is included for the
crust. These values yield a conservative estimate of the effect of
including the sediment cover. Loading by the sediment cover
weakens the lithosphere in several ways: the low density of the
sediments decreases the lithostatic pressure9; the low thermal
conductivity of the sediment cover increases the temperature and
decreases the yield stresses in the lower crust9; and the sedimentary
layers increase the Moho depth, raising the lower crustal tempera-
ture.

In Fig. 2a we model the variation in EET caused by a change in
crustal thickness for a continental lithosphere 1,000 Myr old at the
time of loading. In agreement with Burov and Diament5, a litho-
sphere with thick crust decouples for a smaller load or bending
moment than its thermal equivalent with a thinner crust.

Figure 2b shows the effect of the sediment fill on flexural strength.
For an average lithospheric structure similar to that of the Zagros
foreland basin (Saudi Arabia–Iraq; see Table 1 and Fig. 3 for values),
5 km of sediment fill causes decoupling for curvatures
> 2 3 10 2 7 m 2 1. At this curvature the EET is reduced by 22 km.
Comparison of the YSEs (Fig. 2b) highlights the effect of the
sediment fill. In the absence of sediment fill, yield stresses in the
lower crust are greater than the bending stresses and the lithosphere
does not decouple. With sediments, yield stresses in the lower crust
are smaller than the bending stresses and the lithosphere decouples,
decreasing the EET.

We perform a detailed comparison of observed EET values
estimated from studies of thrust belts at active and extinct plate
boundaries to values predicted by our model (Table 1). To investi-
gate the importance of weakening by sediment fill, we also consider
a model parametrization that does not include the effects of the
sediment cover (Fig. 3). The observed EET represents an average fit
of the gravity anomaly across an area where the strength is variable.
The average values are likely to be biased towards the dominant
parts of the gravity anomaly signal. The lithospheric curvatures,
estimated by fitting a circle to the depth of the base of the foreland
basin sediments, are also an average that is biased towards the
deeper part of the basin. Because they represent similar averages we
can compare the predicted values of EETwith the observed values of
EET.

Our model successfully predicts the flexural rigidity of all of the
examples except one (Fig. 3). We can discern three pools of values
that illustrate the relative importance of sediments as a factor in
controlling the flexural strength at continents. Where the litho-
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crust is always in the brittle field. Therefore, the lithosphere never decouples, as

in the example bending stress profile with a curvature of 6 3 102 7 m2 1. For an

equivalent lithosphere with a 40-km crust (solid lines) the Moho depth is greater

and thus the lower crust is hotter. The YSE (light solid line) for the lower crust

exhibits a ductile failure zone. For curvatures greater than 6 3 102 7 m2 1, the

bending stresses (brokenbold line) exceed the yield stress in the lowercrust. This

causes decoupling of the lithosphere. As a result, the bending stress profile

readjusts (bold solid line) and the EET is reduced by ,20 km. b, Plot of the

decrease in EET due to sediments. The ‘with sediments’ example (solid line)

refers to a 600-Myr-old lithosphere with a 33-km crust and 5 km of sediments.
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the heating effect of the sediments. For the case without sediment cover, the EET

decreases smoothly as the curvature increases. With sediment cover, the bend-

ing stresses in the lower crust exceed the yield stress of the lower crustal material

for curvatures greater than 2 3 102 7 m2 1; as shown by the stress profile (bold

solid line). The lithosphere decouples and the EET value drops by .20 km.
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sphere is young and hot, and the crust sufficiently thick (Apennines,
Eastern Alps, Western Alps), the lithosphere decouples regardless of
the effect of the sediments. The parameters controlling the flexural
strength are the age and the Moho depth. Where the lithosphere is
old (.1,000 Myr) and cold (Ganges and Himalayas) and none of
the weakening effects due to crustal thickness, curvature or sedi-
ment fill are sufficiently large, the lithosphere does not decouple.
The flexural strength is controlled by the thickness and the rheology
of the upper mantle. Finally, for the Tarim, Kunlun, Zagros, South-
ern Alps and Andes the age, the crustal thickness and the curvature
alone are not enough to explain the observed EET values. There, the
sediment fill plays a determining role by weakening an otherwise
strong lithosphere. In these cases, the sediments cause a decrease of
8–30 km in the EET. The correct EET cannot be estimated without
including the effect of the sediments.

Uncertainties on our modelling are described in Fig. 3. One
source of uncertainty is critical to our modelling: the choice of
rheological parameters for the lower crust12,13.

For the lower crust we tested a set of weak rheologies (wet/dry
quartzite and granite) and a set of stronger rheologies (diabase,
anorthosite and quartz–diorite)13. The results show that when the
creep is controlled by quartz rheology, the lithosphere is perma-
nently decoupled5 even in very old lithosphere (Ganges and Hima-
layas). But plagioclase-controlled creep rheologies are sufficiently
strong to maintain coupling at the Ganges and the Himalayas, as
required by their high EET values. Quartz–diorite is the weakest
possible rheology that allows such a behaviour. For stronger crustal
rheologies, sediments are required to induce decoupling at other
basins. Here we show the model with dislocation creep rheologies
corresponding to anorthosite for the lower crust and olivine for the
upper mantle. The constants, taken from Kirby and Kronenberg13,
for anorthosite are log10A ¼ 2 3:5 MPa 2 n s 2 1, n ¼ 3:2, QA ¼
238 kJ mol 2 1, and for olivine are log10A ¼ 4:46 Mpa 2 n s 2 1,
n ¼ 3:6, QA ¼ 535 kJ mol 2 1.

The Appalachian foreland is the one case in which we fail to
predict the published EET of ,105 km (ref. 1). Several studies have

Table 1 Observations of EETand values used to calculate predicted EET

D (10−23 Nm) Observed EET (km) hc (km) 2 ẅ (10−7 m−1) hs (km) Age (Myr) Predicted EET (km)
...................................................................................................................................................................................................................................................................................................................................................................

Mountain belts
Himalayas ,50 93 6 15 60 6 5 ,3 — 1,000 6 200 90+10

−10
Pamir ,0.1 16 6 4 70 6 5 ,50 — 300 6 100 18+2

−2

Foreland basins
Western Alps 1–3 28 6 5 30 6 3 40 6 10 3–5 250 6 50 25+2

−5

Eastern Alps 4.6–6 46 6 7 30 6 3 10 6 10 2–4 350 6 100 44+2
−2

Southern Alps 0.24–1.9 20 6 3 25 6 3 50 6 10 5–7 250 6 50 22+2
−1

Apennines ,0.24 ,17 24 6 3 40 6 10 3–5 100 6 50 14+2
−1

Carpathians 2–4 40.5 6 5 32 6 3 10 6 10 5–7 1,600 6 200 49+2
−7

Zagros ,10 ,60 33 6 3 2.5 6 1 5–6 600 6 200 61+27
−3

Tarim 8.8–10 61 614 35 6 3 4 6 1 5–7 800 6 200 63+16
−2

Kunlun ,5 ,48 35 6 3 15 6 10 5–7 800 6 200 49+4
−2

Ganges 10–80 90 6 25 35 6 3 3 6 1 3–5 1,000 6 200 87+8
−4

Appalachians 10–100 105 6 25 37 6 3 2 6 1 2–4 600 6 200 60+25
−2

Andes 2–11 50 6 15 35 6 3 20 6 20 3–5 1,000 6 200 47+12
−5

...................................................................................................................................................................................................................................................................................................................................................................
In this study we used observed EET values in areas for which we could obtain the input parameters (crustal thickness hc, average curvature ẅ, sediment thickness hs, and thermal age at the
time of loading) required for the model. The flexural rigiditieswere taken from ref. 5 and references therein and from refs 19–22. All valuesof observedEETwere recalculated from the flexural
rigidity, D, using E ¼ 5 3 1010 Nm2 2 and u ¼ 0:3. The standard deviation of observed EET values were used to estimate uncertainties. We used only observed flexural rigidities derived from
forward modellingof gravity anomaliesbecause spectral method estimates remain controversial23. The crustal thickness includes the thickness of sediments deposited before loading. The
sediment thickness corresponds to the sediments deposited since the beginning of loading. The average curvature is derived from the horizon defining the base of hs calculated on a
spherical Earth. The age is the thermal age of the lithosphere at the time of loading. The uncertainties in hc, hs and ẅ correspond to uncertainties inherent in their measurement and to the
variability observed in the cross-section from which the observed EET values were estimated. Large uncertainties in the average curvature are estimated owing to the limited data. We
estimate the thermal age of the lithosphere as the differencebetween the age of the lastmajor thermal event and the age of the beginningof collision.We assumeuncertainties in the thermal
age of 20–50% of the age determined from the literature. The references for crustal thickness, sediment thickness, the curvature and flexural rigidity are as follows: Zagros foredeep24,25,
Kunlun (South Tarim) foredeep26,27, Ganges basin1,4,28, Tarim foredeep26,27, Andes foredeep29,30, Appalachian foredeep31,32, Carpathian foredeep22,23,33,34, Apennine foredeep35,36,
Southern Alps4,37,38, Eastern and Western Alps4,37,38 and Himalayas and Pamirs4,5,28,39.
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Figure 3 Plot of the predicted values of EET against observed values of EET.

Perfect agreement is represented by the diagonal line. For the predicted values

we used different values of strain rate. For active convergent areas (Himalayas,

Ganges basin, Pamirs, Kunlun, Andes and Tarim)we usedė ¼ 102 15 s2 1. For fossil

convergent margins (Alps, Appalachians, Apennines, Zagros and Carpathians)

we used ė ¼ 102 17 s2 1. The white squares represent the predicted fit without

taking into account the sediments deposited since the beginning of loading. The

filled dots represent the predicted fit takingaccount of the effect of the sediments.

The open triangles represent the predicted fit for the mountain belts (Pamirs and

Himalayas). Error barson the predicted valuesof EETarecalculated as the means

of the uncertainties due to uncertainties in the determination of hs, hc, ẅ, the

thermal age and the strain rate. Uncertainties in the predicted EET values due to

uncertainties in the thermal age determinations vary between 2% and 10% for the

areas with thermal ages greater than 600Myr, and between 10% and 28% for

areas with thermal ages from 100 to 350Myr, the uncertainty being largest for the

youngest age. The lithosphere is stronger at high strain rates than at low strain

rates5 owing to the non-newtonian behaviour of power-law creep. An order of

magnitude change in strain rate produces a change of 10–15% in the EET value.

When the effect of the sediment cover is not included, an increase in curvature

can cause decoupling for only two cases, TA and AP, as shown by the error bars

for the predicted values. Overall, the model successfully predicts the EET values

for most locations. The only observed value that is not fitted is the value for the

Appalachian foredeep as discussed in the text.
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not corroborated this high value16–18. Quinlan and Beaumont16

matched the stratigraphy of the Appalachian basin by using a
layered visco-elastic model that had an average EET of 67 km.
Although they note that a pure elastic plate model does not
adequately reproduce the stratigraphy, elastic plate models in
which the EET decreases with curvature would produce offlapping
stratigraphic patterns as seen in the observed stratigraphy. Recently,
Stewart and Watts17 re-estimated the EET of several mountain belts
by using a variable-rigidity formulation. Converting their estimates
to the values of E and u used in this paper gives a range of 50–88 km
for the EET. These studies suggest that the high value found by
Karner and Watts1 is an overestimate and that a lower value
averaging ,65–70 km is a better estimate. If so, our prediction of
60 km is within uncertainties.

We have established a parametrization of flexural strength at
continents based on the yield stress envelope that successfully
predicts the EET of the continental lithosphere at foreland basins
and mountain belts. We have also demonstrated the importance of
sediment fill as parameter controlling flexural strength at conti-
nents. The sediment cover is most likely to control the value of EET
in places where the lithosphere’s crust is thin compared with an
average 35-km-thick continental crust5, the age of the lithosphere is
close to its thermal equilibrium and for which the sediment cover
reaches thicknesses greater than 3–5 km. Accounting for the effect
of sediments and crustal thickness should facilitate the evaluation of
the flexural strength at other types of basins and continental
margins. M

Received 10 January; accepted 29 July 1997.

1. Karner, G. D. & Watts, A. B. Gravity anomalies and flexure of the lithosphere at mountain ranges.
J. Geophys. Res. 88, 10449–10477 (1983).

2. Kusznir, N. & Karner, G. D. Dependence of the flexural rigidity of the continental lithosphere on
rheology and temperature. Nature 316, 138–142 (1985).

3. McNutt, M. K., Diament, M. & Kogan, M. G. Variations of elastic plate thickness at continental thrust
belts. J. Geophys. Res. 93, 8825–8838 (1988).

4. Royden, L. H. The tectonic expression slab pull at continental convergent boundaries. Tectonics 12,
303–325 (1993).

5. Burov, E. G. & Diament, M. The effective elastic thickness of the continental lithosphere: what does it
really mean? J. Geophys. Res. 100, 3905–3927 (1995).

6. Goetze, C. & Evans, B. Stress and temperature in the bending lithosphere as constrained by
experimental rock mechanics. Geophys. J. R. Astron. Soc. 59, 463–478 (1979).

7. Bodine, J. H., Steckler, M. S. & Watts, A. B. Observations of flexure and the rheology of the oceanic
lithosphere. J. Geophys. Res. 86, 3695–3707 (1981).

8. Cloetingh S., Wortel, M. J. R. & Vlaar, N. J. Evolution of passive continental margins and initiation of
subduction zones. Nature 297, 139–142 (1982).

9. Steckler, M. S. & ten Brink, U. S. Lithospheric strength variations as a control on new plate boundaries:
examples from the northern Red Sea region. Earth Planet. Sci. Lett. 79, 120–132 (1986).

10. Karner, G. D. Sediment blanketing and the flexural strength of extended continental lithosphere. Basin
Res. 3, 177–185 (1991).

11. Molnar, P. & Tapponnier, P. A possible dependence of tectonic strength on the age of the crust in Asia.
Earth Planet. Sci. Lett. 52, 107–114 (1981).

12. Kohlstedt, D. L., Evans, B. & Mackwell, S. J. Strength of the lithosphere: constraints imposed by
laboratory experiments. J. Geophys. Res. 100, 17587–17602 (1995).

13. Kirby, S. H. & Kronenberg, A. K. Rheology of the lithosphere. Rev. Geophys. 25, 1219–1244 (1987).
14. Zhang, Y.-S. & Tanimoto, T. High-resolution global upper mantle structure and plate tectonics.

J. Geophys. Res. 98, 9793–9823 (1993).
15. Sclater, J. G. & Christie, P. A. F. Continental stretching; an explanation of the post-Mid-Cretaceous

subsidence of the central North Sea basin. J. Geophys. Res. 85, 3711–3739 (1980).
16. Quinlan, G. M. & Beaumont, C. Appalachian thrusting, lithospheric flexure, and the Paleozoic

stratigraphy of the Eastern interior of North America. Can. J. Earth Sci. 21, 973–996 (1984).
17. Stewart, J. & Watts, A. B. Gravity anomalies and spatial variations of flexural rigidity at mountain

ranges. J. Geophys. Res. 102, 5327–5353 (1997).
18. Turcotte, D. L. & Shubert, G. Geodynamics. Applications of Continuum Physics to Geological Problems,

131–133 (Wiley, New York, 1982).
19. Snyder, D. B. & Barazangi, M. Deep crustal structure and flexure of the Arabian plate beneath the

Zagros collisional mountain belt as inferred from gravity observations. Tectonics 5, 361–373 (1986).
20. Watts, A. B., Lamb, S. H., Fairhead, J. D. & Dewey, J. F. Lithospheric flexure and bending of the central

Andes. Earth Planet. Sci. Lett. 134, 9–21 (1995).
21. Royden, L. H. & Karner, G. D. Flexure of lithosphere beneath Apennine and Carpathian foredeep

basins: evidence for an insufficient topographic load. Am. Ass. Petrol. Geol. Bull. 68, 704–712 (1984).
22. Macario, A., Malinverno, A. & Haxby, W. F. On the robustness of elastic thickness estimates obtained

using the coherence method. J. Geophys. Res. 100, 15163–15172 (1995).
23. Royden, L. H. & Burchfiel, B. C. Are systematic variations in thrust belt style related to plate boundary

processes? (The western Alps versus the Carpathians). Tectonics 8, 51–61 (1989).
24. Seber, D., Valve, M., Sandvol, E., Steer, D. & Barazangi, M. Middle East Tectonics: applications of

Geographic Information Systems (GIS). GSA Today 7(2), 1–6 (1997).
25. Koop, W. J. & Stoneley, R. Subsidence history of the Middle East Zagros Basin, Permian to Recent.

Phil. Trans. R. Soc. Lond. A 305, 149–168 (1982).
26. Fan, P. & Ma, B. L. Generan Petroleum Geology of the Tarim Basin, Vol. 1, 1–21 (Academia Sinica,

Science Press, Beijing, 1990).
27. Teng, J. W. Geophysical Fields and Hydrocarbon Prospects of the Tarim Basin, Vol. 2, 24–40 (Academia

Sinica, Science Press, Beijing, 1991).
28. Verma, R. K. Gravity field and nature of continent–continent collision along the Himalayas. Phys.

Chem. Earth 18, 385–403 (1991).
29. Wigger, J. W. et al. in Tectonics of the Southern Central Andes, Structure and Evolution of an Active

Continental Margin (eds Reutter, K.-J., Scheuber, E. & Wigger, P. J.) 23–48 (Springer, Berlin, 1994).
30. Dunn, J. F., Hartshorn, K. G. & Hartshorn, P. W. in Petroleum Basins of South America (eds Tankard,
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It has long been recognized that the properties of the Cook–
Austral chain (Fig. 1) of volcanoes in the South Pacific are difficult
to reconcile with the theory that volcanic activity in plate interiors
is produced by the drift of tectonic plates over narrow, stationary
plumes1 of hot mantle material upwelling from depth. Radio-
metric dates2,3 from many island samples are younger or older
than would be predicted if a single plume currently located at
volcanically active Macdonald seamount4 was responsible for all
of the volcanoes. Indeed, only the southernmost part of the
Austral volcanic line has hitherto appeared to be consistent with
plume activity, and then only within the past 6 million years
(Myr)5,6. Here we report radiometric dates that demonstrate that
these southern Austral volcanoes are actually composed of three
distinct volcanic chains with a range of ages spanning 34 Myr and
with inconsistent age progressions. Gravity anomalies and sea-
floor fabric suggest that the volume and location of volcanism in
this region is controlled by stress in the lithosphere rather than
the locus of narrow plumes rising from the deep Earth.

Our data were collected during a two-month expedition to the
southeastern end of the Austral chain of volcanoes (Fig. 2) aboard
the RV Maurice Ewing in March–May 1996. Our detailed mapping
reveals that, in addition to the well-known Macdonald chain, there
are two other lines of volcanoes, which we have named the
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visual response as reflected in the VEP. Therefore, spectral analysis was
performed using a recursive least-squares adaptive filter24 to separate the VEP
from the background EEG. The filter provided estimates of evoked response
amplitude and phase over a 1 second running window. Six to nine individual
10-second trials were coherently averaged in the frequency domain to form
averaged records of the Fourier amplitude of the second harmonic response
(11 Hz) relative to the grating temporal frequency (5.5 Hz). Error statistics for
averaged response amplitude were calculated using the T2

circ statistic25, which
also provided statistical significance values for discriminating stimulus-driven
VEPs from background EFG.

We estimated contrast thresholds from the averaged records by extrapolating
the response versus contrast function to 0 mV using linear regression14 (Fig. 2).
The limits for the regression were selected using a combination of phase
consistency and signal-to-noise ratio (SNR) criteria8. We calculated SNR on the
basis of response amplitude and background EEG, the latter being estimated by
averaging the EEG at two temporal frequencies, one just above and one just
below the recording frequency. Background EEG amplitudes were not affected
by visual stimulation: background levels remained constant throughout the
10-s sweep trials in both grating-alone and grating-plus-noise conditions, and
the addition of external stimulus noise had no effect on background EEG levels
(for example, for the youngest infants background EEG was 0:28 6 0:046
microvolts in the grating-alone condition and 0:29 6 0:042 microvolts in the
condition with added high-contrast noise). Saturating portions of the contrast
response function were excluded from the regression.
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Natural killer (NK) cells are critical for both innate and adaptive
immunity1,2. The development of NK cells requires interactions
between their progenitors and the bone-marrow microenviron-
ment3–6; however, little is known about the molecular nature of
such interactions. Mice that do not express the transcription
factor interferon-regulatory factor-1 (IRF-1; such mice are IRF-
1−/− mice) have been shown to exhibit a severe NK-cell
deficiency7,8. Here we demonstrate that the lack of IRF-1 affects
the radiation-resistant cells that constitute the microenvironment
required for NK-cell development, but not the NK-cell progeni-
tors themselves. We also show that IRF-1−/− bone-marrow cells can
generate functional NK cells when cultured with the cytokine
interleukin-15 (refs 9–12) and that the interleukin-15 gene is
transcriptionally regulated by IRF-1. These results reveal, for the
first time, a molecular mechanism by which the bone-marrow
microenvironment supports NK-cell development.

In order to identify which cell population(s) is affected by IRF-1
deficiency, we first transferred bone-marrow cells from IRF-1−/−

mice13 that had been backcrossed several times with C57BL/6 (B6)
mice into irradiated, H–2-compatible 129/SvJ (129) mice. In these
chimaeric mice, donor-derived lymphoid cells can be distinguished
from recipient lymphoid cells by the expression of Ly9.1, a marker
protein that is expressed on lymphoid cells in 129 mice but not in B6
mice. As seen in Fig. 1a, irradiated 129 mice into which IRF-1−/−

bone-marrow cells had been transferred (IRF-1 2 =2 → 129 chi-
maeras) generated NK cells, which were defined by the expression
of NK1.1 and lack of expression of Ly9.1 and CD3 on their surfaces.
Similar numbers of NK cells were produced in IRF-12 =2 → 129
chimaeras and control wild-type B6 → 129 chimaeras. Mononuc-
lear cells isolated from mice reconstituted with either IRF-1−/− bone-
marrow cells or control wild-type bone-marrow cells exhibited
comparable cytotoxicity against NK-sensitive YAC-1 cells (Fig. 1b).
Therefore, NK cells generated in IRF-1 2 =2 → 129 chimaeras are
functional. Complement-dependent elimination of NK cells using a
monoclonal antibody against NK1.1 molecules (which is expressed
by B6 but not by 129-derived NK cells) abolished cytotoxicity
against YAC-1 cells, demonstrating that donor-derived NK cells
are responsible for this cytotoxicity (data not shown). Hence, these
results demonstrate that bone-marrow cells in IRF-1−/− mice are
fully competent to differentiate into functional NK cells if an
appropriate environment is provided by normal, radiation-resistant
cells.

To confirm this, we transferred bone-marrow cells from 129 mice
into irradiated IRF-1−/− mice. In this case NK cells were detected by
their expression of Ly9.1 and the interleukin-2 receptor-b (IL-2Rb)
chain, another marker for NK cells14. As shown in Fig. 2a,
129 → IRF-12 =2 chimaeras generated significantly fewer NK
(Ly9.1+IL-2Rb+CD3−) cells than did control 129 → wild-type chi-
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maeras, and functional NK cells were totally absent in both the
spleen and the liver of 129 → IRF-12 =2 chimaeras (Fig. 2b). We
imagine that this partial restoration of the development, but not
function, of NK cells may be due to the transfer of some radiation-
resistant cells from the donor bone marrow. These results show that
IRF-1 is dispensable for the generation of NK-cell progenitors but
essential for the function of radiation-resistant cells in supporting
NK-cell development. Supporting this notion, we found a similar
percentage of CD45 R/B220+CD19−NK1.1+ cells, which may be NK-
cell progenitors15, in the bone marrow of IRF-1−/− and wild-type
mice (data not shown).

These observations indicate the existence of an IRF-1 target
gene(s) which is required to ‘nurture’ the development of functional
NK cells. Much evidence points to the paramount role of cytokines
in lymphopoiesis. In particular, interleukin (IL)-5 (refs 9–12) is
seen as a key cytokine in NK-cell development, for several reasons.
First, NK-cell development is impaired in mice lacking the IL-2Rb
or IL-2Rg chains, which are shared by the IL-2 and IL-15 receptors16–18.
Second, NK cells develop normally in mice lacking IL-2 or the
IL-2Ra chain19. Third, recombinant IL-15 (rIL-15) induces NK-cell
differentiation in human bone-marrow cultures20.

We therefore examined whether exogenous rIL-15 could restore
the ability of IRF-1−/− bone-marrow cells to create an environment
that is permissive for NK-cell development. Interestingly, in the
presence of rIL-15, as many functional NK cells were generated in
vitro from IRF-1−/− bone-marrow cells as were produced from wild-
type bone-marrow cells (Fig. 3a and b). In contrast, IL-7, which
induced B-cell differentiation from wild-type or IRF-1−/− bone-
marrow cells (data not shown), did not induce NK-cell differentia-
tion (Fig. 3a and b). As IL-15 can confer cytotoxicity to nonlytic NK
cells in b-oestradiol-treated mice21, it seems to support not only
NK-cell development from bone-marrow progenitors, but also the
acquisition of cytolytic activity by mature NK cells. However, NK
cells generated from IL-15-supplemented IRF-1−/− bone-marrow-
cell culture showed significantly less lytic activity than those from
wild-type bone-marrow cells (Fig. 3b). This result points to the
interesting possibility that IRF-1 controls the expression of an as-
yet-unidentified target gene(s) that contributes to the acquisition of
cytotoxicity. Nevertheless, these results strongly suggest that the
impairment of NK-cell development is due to defects in IL-15
production in IRF-1−/− mice and that the IL-15 gene is a target of
IRF-1.

Figure 1 Generation of NK cells from bone-marrow cells upon transfer into

irradiated wild-type (WT) mice. a, Flow cytometry analysis of the NK (NK1.1+CD3−)

or NK-T (NK1.1+CD3+) cell populations in the liver (upper row) or the spleen (lower

row) of IRF-12 =2 → 129 or WT → 129 chimaeras. Profiles representing unmanipu-

lated IRF-1−/− and wild-type mice are also included as controls. Cells expressing

Ly9.1 (,10% in all cases) were excluded from the analysis. The x-axis shows the

fluorescent intensity of CD3-staining and the y-axis shows the fluorescent

intensity of NK1.1-staining. The numbers in each profile indicate the percentages

of cells within indicated quadrants. Representative data from one of three

independent transfers are shown. b, Natural cytotoxicity (mean % specific lysis

and s.e.m. of triplicated assays) of spleen and liverNK cells in indicated chimaeric

or unmanipulated mice. Each column represents the result obtained from a single

animal assayed at the effector-to-target (E/T) ratio of 50 (liver) or 200 (spleen).

Figure 2 Inability of irradiated IRF-1−/− mice to support NK-cell development from

wild-type bone-marrow cells. a, Flow cytometry profiles for IRF-1−/− mice which

had received either IRF-1−/− (IRF-12 =2 → IRF-12 =2 ) or wild-type (129 → IRF-12 =2 )

bone-marrow cells. The result obtained from a control transfer (129 → wild-type,

WT) is also shown. Donor-derived cells constituted more than 90% of total

lymphocytes. The number in each profile indicates the percentage of NK (IL-

2Rb+CD3−) cells. b, NK-cell-mediated cytotoxicity of IRF-12 =2 → IRF-12 =2 (open

circles), 129 → IRF-12 =2 (open triangles) and 129 → WT (filled triangles) chi-

maeras. Each symbol represents the mean and the s.e.m. of triplicate assays.

Representative data from one of three independent transfers are shown. We infer

that the non-lytic NK cells present in 129 → IRF-12 =2 chimaeras developed as a

result of the partial reconstitution of the environment in the host IRF-1−/− mice by

donor bone marrow derived cells. E/T, effector-to-target ratio.
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Within the 59-upstream region of the IL-15 gene we found a 13-
base-pair sequence, TCTTTCACTTTTC, spanning from positions
−348 to −336 relative to the cap site (N.A., unpublished observa-
tions, and ref. 22). This sequence is the same as the consensus IRF-1-
responsive element (IRF-E)23. Indeed, we found that this sequence
motif binds the IRF-1 protein specifically (data not shown). This
IRF-E motif is critical for the activation of the IL-15 promoter, as
shown by co-transfection assays in which IL-15-promoter frag-
ments, with or without this motif, were fused to the luciferase-
reporter plasmid and co-transfected with an IRF-1-expression
vector into P19 cells (Fig. 4a). In addition, a synthetic oligomer
representing this motif alone could confer IRF-1-induced responses
when ligated to a heterologous promoter in the same co-transfection
assay (data not shown).

In wild-type bone-marrow cells, expression of IL-15 messenger
RNA could be strongly induced by combined stimulation with
lipopolysaccharide (LPS) and interferon (IFN)-g in vitro10,24 (Fig.
4b). In contrast, induction of transcription of the IL-15 gene was
barely detectable in IRF-1−/− bone-marrow cells. Thus, IRF-1 indeed
controls induction of transcription of the IL-15 gene. Similar low-
level expression of IL-15 mRNA was observed by reverse transcrip-
tion with polymerase chain reaction (PCR) analysis in both
unstimulated IRF-1−/ − and wild-type bone-marrow cells (data not
shown), indicating that IRF-1 is responsible for the induction of
expression, but not the constitutive expression, of the IL-15 gene.
This observation suggests that, during the natural course of NK-cell

development, there must be some stimulus that induces IL-15 in an
IRF-1-dependent manner and which is required for development.
IRF-1 is induced by a variety of stimuli, including IFN-g (ref. 25),
although this stimulus is unlikely to be IFN-g itself as NK-cell
development proceeds normally in mice lacking IFN-g or its
receptor26,27. The identification of such a stimulatory ligand or
factor would be an interesting avenue to follow.

It is interesting that the development of NK1.1+CD3+ cells, so-
called NK-T cells28, is not markedly affected in IRF-1−/− mice (Fig.
1a). This finding indicates that the environment required for NK-T-
cell development is distinct from that for NK-cell development with
respect to the requirement for IRF-1 and IL-15, despite the appar-
ently common origin of these cells28,29. Identification of the signals
that lead to the expression of IRF-1 and additional target genes, as
well as the cell type responsible for the production of IL-15, will help
us to dissect the intricate progenitor–environment interactions
occurring during the lineage commitment of lymphoid cells. M
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Methods

Bone-marrow transplantation and analysis of NK-cell development.

IRF-1−/− mice used as both donors and recipients of bone-marrow
transplantation had been backcrossed five times with B6 mice. 1 3 107 bone-
marrow cells were transferred intravenously into irradiated mice (absorbed
dose of radiation: 8.5 gray for 129 and IRF-1−/− mice, and 9.0 gray for wild-type
mice). Mononuclear cells isolated from the spleen and liver8 were analysed 8 to
10 weeks after bone-marrow transfer, by using flow cytometry with a
FACScalibur and CellQuest software (Becton) with fluorochrome-conjugated
monoclonal antibodies against Ly9.1, NK1.1, CD3 and IL-2Rb (Pharmingen).
To measure NK-mediated cytotoxicity, the standard cytotoxic assay against
YAC-1 cells was performed as described previously8 using several different
effector-to-target (E/T) ratios.
In vitro generation of NK cells. Bone-marrow cells were cultured in RPMI-

Figure 3 In vitro compensation of IRF-1 deficiency by IL-15. a, Generation of NK

cells (NK1.1+CD3−) from IRF-1−/− (upper row) or wild-type (WT; lower row) bone-

marrow cells in culture supplemented with recombinant IL-15 or recombinant IL-7

in vitro. Representative data from three independent cultures are shown. b,

Cytotoxicity of NK cells generated in vitro from IRF-1−/ − (open circles) or wild-type

(filled circles) bone-marrow cells. Data represent the mean of triplicate assays.

The s.e.m.s for individual determinations fall within the symbols and therefore

cannot be seen. This experiment was repeated three times with similar results. E/

T, effector-to-target ratio.

Figure 4 IRF-1 regulates the expression of the IL-15 gene. a, Reporter constructs

driven from the IL-15 promoter containing or lacking the IRF-1-responsive element

(cross-hatched area) were transfected together with IRF-1-expression (filled

columns) or control (open columns) vectors, and luciferase (Luc) activity was

measured. b, Expression of IL-15 mRNA in bone-marrow cells. Total RNA

prepared from IRF-1−/− and wild-type (WT) bone-marrow cells which had been

stimulated with IFN-g and LPS for 0, 6, 12 and 24h were probed for IL-15 and b-

actin mRNA expression.
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1640 medium containing 10% FCS and either simian rIL-15 (Genzyme,
60 ng ml−1) or murine recombinant IL-7 (R&D, 10 ng ml−1) for 10 days. Cells
recovered from cultures were analysed by flow cytometry or in the cytotoxicity
assay.
Plasmid construction and luciferase assay. A DNA fragment spanning from
positions −774 to þ213 of the IL-15 gene (N.A. and Y.T., unpublished
observations) was cloned into a luciferase reporter plasmid (Promega) either
directly or after deleting 59 portions. Synthetic oligomers representing the
potential IRF-E in the promoter region of the IL-15 gene were inserted along
with downstream human IFN-b-promoter elements (−55 to þ19 region) into
the Picagene luciferase reporter plasmid (Wako)30. Reporter constructs were
then transfected with IRF-1-expression (pAct-1) or control (pAct-C) vectors
into P19 cells, which express no endogenous IRF-1, and luciferase activity was
measured as previously described30.
Analysis of IL-15 gene expression. Bone marrow cells were cultured in the
presence of LPS (30 mg ml−1) and IFN-g (100 units ml−1). Total RNA was
isolated by acid guanidium thiocyanate–phenol–chloroform extraction and
subjected to northern blot analysis as previously described30. Mouse IL-15
and b-actin complementary DNA probes obtained by PCR were used for
hybridization.
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ImmunoreceptorDAP12
bearinga tyrosine-based
activationmotif is involved
inactivatingNKcells
Lewis L. Lanier, Brian C. Corliss, Jun Wu, Clement Leong &
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Natural killer (NK) cells express cell-surface receptors of the
immunoglobulin and C-type lectin superfamilies that recognize
major histocompatibility complex (MHC) class I peptides and
inhibit NK-cell-mediated cytotoxicity1. These inhibitory recep-
tors possess ITIM sequences (for immunoreceptor tyrosine-based
inhibitory motifs) in their cytoplasmic domains that recruit SH2-
domain-containing protein tyrosine phosphatases, resulting in
inactivation of NK cells2–4. Certain isoforms of these NK-cell
receptors lack ITIM sequences and it has been proposed that
these ‘non-inhibitory’ receptors may activate, rather than inhibit,
NK cells4–6. Here we show that DAP12, a disulphide-bonded
homodimer containing an immunoreceptor tyrosine-based acti-
vation motif (ITAM) in its cytoplasmic domain, non-covalently
associates with membrane glycoproteins of the killer-cell inhibi-
tory receptor (KIR) family without an ITIM in their cytoplasmic
domain. Crosslinking of KIR–DAP12 complexes results in cellu-
lar activation, as demonstrated by tyrosine phosphorylation of
cellular proteins and upregulation of early-activation antigens.
Phosphorylated DAP12 peptides bind ZAP-70 and Syk protein
tyrosine kinases, suggesting that the activation pathway is similar
to that of the T- and B-cell antigen receptors.

It has been reported that an unknown phosphoprotein of relative
molecular mass (Mr) ,12,000, expressed as a disulphide-bonded
dimer, was coimmunoprecipitated from NK-cell lysates together
with a non-inhibitory KIR2DS2 glycoprotein (a KIR family member
with two immunoglobulin-domains in the extracellular domain, a
short cytoplasmic domain lacking an ITIM, and a charged residue in
the transmembrane region that is a receptor for HLA-C ligands,
also referred to as p50.2 or KAR7). Cell-surface immunoglobulin
receptors, T-cell antigen receptors (TCR), and certain Fc receptors
(FcR) non-covalently associate with small transmembrane proteins
(such as CD3d,g,e,z subunits, CD79a,b, FceRI-g) containing ITAM
sequences (D=ExxYxxL=I 2 x6¹8 2 YxxL=I)8 that are required for
signal transduction by these receptor complexes9. Therefore, it
seems likely that these non-inhibitory NK-cell receptors might
require an associated protein with similar properties to mediate
positive signal transduction.

A database of expressed tag sequences (EST) from a large panel of
complementary DNA libraries was searched with a TBLASTN
algorithm program for molecules bearing homology with the
human CD3d,g,e,z and FceRI-g protein sequences. An EST from
a human CD1+ dendritic cell library was selected for further study
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