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subsequently in dengue, HIV and malaria infections15–17. This
concept translates readily into current models of presentation of
APL to CTLs, leading to segregation of functions through differ-
ential signals18,19. Thymocytes receiving such a signal may be
positively selected20 and it is possible that encounters of a similar
nature may also provoke CTL expansion in the periphery, particu-
larly in a situation, where, as here, primed CTLs are present in excess
over naive precursors. A huge expansion of antigen-specific CTLs
occurs in LCMV which persist and may be re-expanded during the
memory phase21–23. This re-expansion is antigen-specific, but the
effect of variant antigens has not previously been explored and such
effects may be relevant in emerging HIV, HBV and HCV
variants2,24–27. In the LCMV model used here, this phenomenon
was seen in a range of variants arising in mice with monoclonal or
polyclonal CTL repertoires, and under a variety of infection condi-
tions. Although adaptability is a dominant feature of the normal
immune response, highly mutable viruses may, in a finely tailored
way, be testing its limits28. M
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Methods

CTLs were prepared from spleens of intravenously infected C57BL/6 and
BALB/c mice, and used either directly or after 5 days restimulation in vitro, in
chromium release assays3. Virus stocks used here LCMV-WE (from
F. Lehmann-Grube), LCMV-Docile (from C. Pfau) and LCMV-Armstrong
(from M. Buchmeier). For ex vivo lysis assays, splenocytes were collected 8 d
after acute infection and 4 d after rechallenge (2 3 106 PFU) and used directly
in CTL assays29. Challenge with recombinant vaccinia virus was with
2 3 106 PFU i.p. Results are from pooled spleens from 2 mice at a fixed
effector:target (E:T) ratio of 50:1 in the case of peptide titrations, and means
of 2–3 individual mice in the case of E:T titrations: a representative experiment
from 2–3 experiments is shown in each case. Peptides were prepared by solid-
phase synthesis (Neosystem, Strasbourg, France). EL4 cells, P815 and MC57G
cells were prepulsed at 10–100 nM for use in CTL assays or in vitro restimula-
tion. For in vitro restimulation, splenocytes from C57BL/6 memory mice
stimulated with an irrelevant Db-restricted peptide derived from adenovirus
(SGPSNTPPEI), or from BALB/c memory mice stimulated with an irrelevant
Ld-restricted peptide derived from MCMV (YPHFMPTNL), did not generate
lytic responses above background level. Virus was titrated by immunological
focus assay30 and cDNA was sequenced as before13. Recombinant vaccinia
viruses Vac-G2 and Vac-YN4 were kindly provided by D. Bishop.
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As a result of deprivation of oxygen (hypoxia) and nutrients, the
growth and viability of cells is reduced1. Hypoxia-inducible
factor (HIF)-1a helps to restore oxygen homeostasis by inducing
glycolysis, erythropoiesis and angiogenesis2–4. Here we show that
hypoxia and hypoglycaemia reduce proliferation and increase
apoptosis in wild-type (HIF-1a+/+) embryonic stem (ES) cells,
but not in ES cells with inactivated HIF-1a genes (HIF-1a−/−);
however, a deficiency of HIF-1a does not affect apoptosis induced
by cytokines. We find that hypoxia/hypoglycaemia-regulated
genes involved in controlling the cell cycle are either HIF-1a-
dependent (those encoding the proteins p53, p21, Bcl-2) or HIF-
1a-independent (p27, GADD153), suggesting that there are at
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least two different adaptive responses to being deprived of oxygen
and nutrients. Loss of HIF-1a reduces hypoxia-induced expres-
sion of vascular endothelial growth factor, prevents formation of
large vessels in ES-derived tumours, and impairs vascular func-
tion, resulting in hypoxic microenvironments within the tumour
mass. However, growth of HIF-1a tumours was not retarded but
was accelerated, owing to decreased hypoxia-induced apoptosis

and increased stress-induced proliferation. As hypoxic stress
contributes to many (patho)biological disorders1,5, this new role
for HIF-1a in hypoxic control of cell growth and death may be of
general pathophysiological importance.

HIF-1a−/− ES cells were generated by homologous recombination
and subsequent selection in high G418 (Fig. 1a, b). ES clones
harbouring a randomly integrated HIF-1a gene targeting vector

Figure 1 Targeting of the HIF-1a gene. a, Strategy to disrupt the HIF-1a gene. Top,

targeting vector pPNT.HIF-1a; middle, map of the wild-type (WT) HIF-1a gene;

bottom, homologously recombined (HR)HIF-1a allelewith numbered exons (dark

blocks) and introns (grey shaded bars). Hybridization probes A (0.5-kb Hinc2/PstI

fragment), B (1.5-kb StuI/NheI fragment) and C (0.4-kb Afl2 fragment) and

analytical restriction digests are indicated. b, Southern blot of EcoRI-digested

genomic DNA from ES cell clones (probe C) generating a 9.0-kb WTand a 20.0-kb

HR HIF-1a allele. c, Northern blot analysis of total mRNA from ES cells hybridized

with a murine HIF-1a exon 2- specific cDNA probe or a b-actin probe. d, Western

blot analysis for HIF-1a or the ubiquitous transcription factor Sp1 (control) on

nuclear extracts from rHIF-1a+/+ ES cells (lane 1), HIF-1a−/− ES cells (lane 2),

human HeLa (HL) cells (lane 3) or mouse Hepa1 cells (M) (lane 4), treated with

100 mM desferrioxamine (DFO; 16h). e, Northern blot analysis of total mRNA

derived from undifferentiated rHIF-1a+/+ (+/+) or HIF-1a−/− (−/−) ES cells during

normoxia (N; 20% O2) or hypoxia (H; 2% O2), or during normoglycaemia (N; 25mM

glucose) or hypoglycaemia (H; 0mM glucose) for the indicated time (hours). PGK-1,

phosphoglycerokinase; VEGF: vascular endothelial growth factor; GADD153:

growth arrest and DNA-damage-inducible gene 153; GRP78: glucose-regulated

protein 78. The rRNA is shown as a control of loading. f, Western blot analysis on

total cell extract from HIF-1a−/− (lanes 1, 2) or rHIF-1a+/+ ES cells (lanes 3, 4) during

normoxia (lanes 1, 3), during anoxia/hypoglycaemia (4 h; followed by recovery for

20 h in control conditions) for Bcl-2, p53, p21 (lanes 2, 4), or during hypoxia (2% O2;

24 h) for GADD153 (lanes 2, 4); b-actin was used as control.
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(rHIF-1a+/+ cells) which survived high G418 selection were used as
controls. Loss of HIF-1a gene function was confirmed by northern
blotting (Fig. 1c), western blotting (Fig. 1d), and electrophoretic
mobility shift assay (EMSA) (see also Fig. S1 in Supplementary
Information, which is denoted by the prefix ‘S’). Expression of
known HIF-1a target genes (VEGF, PGK-1, LDH-A, GLUT-1)3 was
induced by hypoxia or hypoglycaemia in rHIF-1a+/+ ES cells but
barely occurred in HIF-1a−/− ES cells (Figs 1e and S2). Both HIF-1a-
dependent (PGK-1 (ref. 3), VEGF (ref. 3), p21 (ref. 6)) and HIF-1a-
independent (p27 (ref. 7), GADD153 (ref. 8), GRP78 (ref. 9))
regulation of target genes was observed, indicating that there
must be at least two pathways for regulating hypoxic genes.

We studied hypoxia/hypoglycaemia-driven apoptosis by count-
ing oligonucleosomes and cells labelled with terminal deoxytrans-
ferase-mediated deoxyuridine nick end-labelling (TUNEL).
Apoptosis was comparable in rHIF-1a+/+ and HIF-1a−/− ES cells
during normoxia/normoglycaemia and increased to a similar extent
after stimulation with a cytokine mixture (Table 1). In contrast,
during normoglycaemia/hypoxia, hypoglycaemia/normoxia, nor-
moxia in the presence of 2-deoxyglucose, or hypoglycaemia/anoxia,
apoptosis increased 10–30-fold in rHIF-1a+/+ ES cells but was
unaffected in HIF-1a−/− ES cells (Table 1). Hypoxia also induced
apoptosis in wild-type C4.5 cells10 but not in HIF-1a-deficient Ka13
Chinese hamster ovary (CHO) cells10 (Table S1), indicating that

HIF-1a could be a general mediator of hypoxia/hypoglycaemia-
driven apoptosis. The levels of p53 (a mediator of a genotoxic
apoptosis11,12 that is upregulated during hypoxia13) and of p21 (a
p53 target gene and effector of cell-cycle arrest6) were significantly
increased, whereas the amount of the apoptosis-inhibitor Bcl-2
(ref. 14) was reduced in stressed rHIF-1a+/+ but not in HIF-1a−/− ES
cells (Fig. 1e, f and Table 1). Conversely, hypoxia-induced levels of
the pro-apoptotic and growth-arrest gene product GADD153
(ref. 8) and of the cyclin-dependent kinase inhibitor p27 (ref. 7)
occurred independently of HIF-1a (Fig. 1e, f).

Hypoxic stress suppressed proliferation of rHIF-1a+/+ ES cells,
cultured either as undifferentiated monolayers or as differentiated
three-dimensional embryoid bodies (Table 1). In contrast, it did not
alter proliferation of HIF-1a−/− ES cell monolayers, but significantly
increased proliferation in HIF-1a−/− embryoid bodies (Table 1).
Thus, HIF-1a deficiency prevents cells from undergoing hypoxic
growth arrest and, in the appropriate (mitogenic) microenviron-
ment, stimulates proliferation. In previous studies, loss of HIF-
1a4,15 or of its heterodimer HIF-1b/ARNT16 did not significantly
alter or reduce the accumulation of cells during hypoxia or hypo-
glycaemia, although proliferation and apoptosis were not measured
directly. Whether, and to what extent, the role of HIF-1a and of
HIF-1b in cell proliferation and apoptosis depends on genotype,
cell type or experimental conditions such as pH17, cell density,

Figure 2 Vascularization of HIF-1a−/− and rHIF-1a+/+ tumours. a–d, Macroscopic

(a, c) and haematoxylin–eosin stained (b, d) sections through HIF-1a−/− (a, b) and

rHIF-1a+/+ (c, d) tumours revealing the red/haemorrhagic phenotype in rHIF-1a+/+

tumours which contrast to the white and poorly vascularized HIF-1a−/− tumours.

Note the large blood vessels in d (arrows) and their absence in b. The blood

around the HIF-1a−/− tumour (a) has leaked from blood vessels in its surrounding

capsule. e–h, CD34-immunostained sections through HIF-1a−/− (e, f) and rHIF-

1a+/+ (g, h) tumours revealing the presence of endothelial cords (,2 mm; arrows in

e) and capillaries (,8 mm; arrows in f) in HIF-1a−/− tumours, and the presence of

medium-sized vessels (,30 3 70 mm; arrows in g) and large blood vessel lakes

,90 3 280 mm; asterisk in h) in the rHIF-1a+/+ tumours. i, Vascular density

(mean 6 s:e:m:) of the different types of blood vessels per optical field in 7 or 8

two-week-old tumours. Asterisks, P , 0:05 versus rHIF-1a+/+ by unpaired

Student’s t-test. Similardatawere obtained at 4 and 7weeks (TableS2). j, Northern

blot analysis from rHIF-1a+/+ and HIF-1a−/− tumours for VEGF, GRP78 and b-actin

(control). k, Growth rate of HIF-1a−/− (shaded bars) and rHIF-1a+/+ (black bars)

tumours. Asterisks, P , 0:05 versus rHIF-1a+/+. The bar inh represents 50 mm ine,

f; 100 mm in g, h; 200 mm in b, d; and 25mm in a, c.
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oxygen or glucose concentrations, or the amount of serum or
growth factors (unpublished observations), some of which regulate
apoptosis induced by other types of stress12,18,19 is still unclear.

To extend our in vitro data, rHIF-1a+/+ and HIF-1a−/− ES cells
were subcutaneously injected into nude mice. HIF-1a−/− tumours
(44 analysed) were most often (75%) homogeneously white,
with minimal bleeding (Fig. 2a), and less frequently (25%) slightly
haemorrhagic. In contrast, rHIF-1a+/+ tumours (33 analysed)
usually (82%) bled profusely and severely, with fewer tumours
(18%) being mildly haemorrhagic (Fig. 2c). HIF-1a−/− tumours
lacked medium-sized and large vessels but not endothelial cords or
capillaries (Fig. 2b, d, e–i; Table S2). Magnetic resonance imaging
(MRI) and intravital microscopy (Fig. 3a–d) revealed that HIF-1a−/−

tumours had a uniform vascularization pattern, with fewer large
blood vessels and more avascular zones than rHIF-1a+/+ tumours,
which were characterized by a variable and irregular vascular net-
work, typical of many tumours20. The intravital haemodynamics in
rHIF-1a+/+ tumours compared with HIF-1a−/− tumours were
(mean 6 s:e:m:): vessel density (total length of vessels per unit
area in cm cm−2), 120 6 16 (n ¼ 18) versus 86 6 14 (n ¼ 25;
P , 0:05 by ANOVA); vessel diameter (mm), 21 6 2 (n ¼ 16)
versus 14 6 1 (n ¼ 21; P , 0:05); and flow rate (picolitre s−1):
220 6 50 (n ¼ 44) versus 90 6 13 (n ¼ 44; P , 0:05). This vascular
phenotype may be due to a lack of upregulation of the expression of
vascular endothelial growth factor (VEGF) in hypoxic areas of HIF-
1a−/− tumours (Figs 2j and S3a, c, g)21.

Injection of microspheres revealed a lower blood flow
through HIF-1a−/− than through rHIF-1a+/+ tumours (0:0796
0:0027 ml min 2 1 g 2 1 versus 0:16 6 0:046 ml min 2 1 g 2 1; n ¼ 6;
P ¼ 0:013 by paired Student’s t-test). MRI analysis was used to
measure blood flow and changes in oxygenated haemoglobin in
response to changes in inspired oxygen. Perfusion and oxygenation
were lower in HIF-1a−/− than in rHIF-1a+/+ tumours, as evidenced
by the 10-fold lower bDY values (where b is ml blood per ml tissue
and DY is the change in oxyhaemoglobin fraction/total haemoglo-
bin; see Methods) (Fig. 3a, b): the mean enhancement of bDY (a
parameter of general O2 delivery) was 0:014 6 0:002 in rHIF-1a+/+

tumours versus 0:0016 6 0:0008 in HIF-1a−/− tumours (n ¼ 4;
P , 0:001 by t-test; Table S3). Optical measurement of the pO2

revealed consistently lower values in HIF-1a−/− than in rHIF-1a+/+

tumours (Fig. 3e). HIF-1a−/− tumours also had 3-fold more hypoxic
areas than did rHIF-1a+/+ tumours (Fig. 3f, g), as revealed by

staining for the hypoxia marker EF5 (fractional EF5-positive area:
3:6 6 0:7% versus 1:1 6 0:4%, respectively; n ¼ 11; P , 0:005).
Whereas levels of the HIF-1a target gene encoding VEGF (fre-
quently co-expressed with GRP78 in microenvironments close to
necrosis; Fig. 2j and Fig. S3a–d) were higher in rHIF-1a+/+ than in
HIF-1a−/− tumours, expression of the HIF-1a-independent stress-
induced marker GRP78 (and GADD153; not shown) was stronger
and more widespread in HIF-1a−/− than in rHIF-1a+/+ tumours
(Figs 2j and S3b, g, h), indicating that hypoxic/hypoglycaemic stress
was greater in HIF-1a−/− than in rHIF-1a+/+ tumours.

Although the diminished vascular supply would be expected to
reduce the rate of HIF-1a−/− tumour growth, growth rates were
comparable during the first 3 weeks, being similar to what has been
observed for ARNT−/− ES cell tumour growth (C. Simon, personal
communication), but then growth of HIF-1a−/− tumours far
exceeded that of rHIF-1a+/+ tumours (Fig. 2k). Cellular prolifera-
tion (measured as the percentage of PCNA-positive cells, where
PCNA is proliferating cell nuclear antigen) was comparable in 2-
week-old tumours (4:7 6 2:3% in rHIF-1a+/+ versus 8:1 6 2:3% in
HIF-1a−/− tumours; P ¼ NS), but at 4 to 7 weeks was significantly
higher in HIF-1a−/− tumours (11 6 2% and 18 6 2%, respectively)
than in rHIF-1a+/+ tumours (3:4 6 1:6% and 3:4 6 1:0%;
P , 0:05). In rHIF-1a+/+ tumours, cell proliferation in 134 EF5-
positive hypoxic fields was absent (in 49%) or minimal (in 51%) (as
indicated by the few PCNA-positive cells in a stressed GRP78-
positive rHIF-1a+/+ field; Fig. S3e). In contrast, in HIF-1a−/−

tumours, hypoxia appeared directly to stimulate proliferation, as
75% of 157 EF5-positive fields were intensely labelled for PCNA (as
shown by the many PCNA-labelled cells within a stressed GRP78-
positive HIF-1a−/− field in Fig. S3i). Thus, similar genotypic
differences in hypoxic control of proliferation were observed in
tumours and in embryoid bodies. In addition, loss of HIF-1a
affected tumour growth by progressive selection of intensely pro-
liferating cells, as occurs in the absence of p53 (ref. 22). Indeed,
PCNA-labelled cells (predominantly epitheloid cells) accumulated
more in HIF-1a−/− tumours than in rHIF-1a+/+ tumours (fractional
epitheloid area: 26 6 8%, 46 6 4%, 46 6 3% in HIF-1a−/−

tumours, and 37 6 6%, 18 6 3%, 9 6 2% in rHIF-1a+/+ tumours
at 2, 4 and 7 weeks, respectively; P , 0:05 versus HIF-1a−/− at 4 and
at 7 weeks; Fig. S3m, n).

Apoptosis (quantified by the number of oligonucleosomes per
mg protein) was consistently lower in HIF-1a−/− tumours

Table 1 Apoptosis and proliferation in HIF-1a−/− and rHIF-1a+/+ ES cells

Normoxia/
normoglycaemia

Hypoxia/
normoglycaemia

Normoxia/
hypoglycaemia

Normoxia/
2-deoxyglucose

Anoxia/
hypoglycaemia

...................................................................................................................................................................................................................................................................................................................................................................

Apoptosis Oligonucleosomes rHIF-1a+/+

+ cytokines
32 6 5

360 6 12*
370 6 20*

ND
130 6 11*

ND
130 6 12*

ND
1;300 6 120*

ND

HIF-1a−/−

+ cytokines
34 6 3

380 6 20*
31 6 2

ND
41 6 1

ND
37 6 4

ND
45 6 6

ND
.............................................................................................................................................................................................................................................................................................................................

TUNEL-positive cells rHIF-1a+/+ 4:3 6 0:19 36 6 2* 26 6 1:8* 23 6 2* 61 6 4*

HIF-1a−/− 3:7 6 0:12 4:5 6 0:2 7:2 6 1:7 5 6 1 7 6 2
.............................................................................................................................................................................................................................................................................................................................

Bcl-2 rHIF-1a+/+ 100 6 12 27 6 4* 31 6 4* 45 6 1:9* 11 6 1*

HIF-1a−/− 110 6 9 120 6 12 96 6 9 120 6 7:3 110 6 16
.............................................................................................................................................................................................................................................................................................................................

p21 rHIF-1a+/+ 0:41 6 0:1 1:2 6 0:2* 0:93 6 0:1* 0:74 6 0:2* 1:5 6 0:2*

HIF-1a−/− 0:34 6 0:1 0:33 6 0:1 0:32 6 0:1 0:37 6 0:1 0:3 6 0:1
.............................................................................................................................................................................................................................................................................................................................

p53 rHIF-1a+/+ 0:11 6 0:03 3:1 6 0:1* 2:4 6 0:1* 2:2 6 0:04* 3:9 6 0:13*

HIF-1a−/− 0:12 6 0:04 0:13 6 0:04 0:11 6 0:07 0:10 6 0:03 0:14 6 0:13
...................................................................................................................................................................................................................................................................................................................................................................

Proliferation c.p.m. 3H-thymidine rHIF-1a+/+ 3;500 6 400 2;500 6 300* ND ND ND

HIF-1a−/− 3;600 6 470 3;400 6 380 ND ND ND
...................................................................................................................................................................................................................................................................................................................................................................

BrdU-positive cell fraction rHIF-1a+/+ 24 6 4 5 6 1* ND ND 9 6 2*

HIF-1a−/− 23 6 5 46 6 8* ND ND 50 6 10*
...................................................................................................................................................................................................................................................................................................................................................................
The data represent the mean 6 s:d: (n is 9 to 12) of the numberof oligonucleosomes, the units of Bcl-2 andp21, or the pgamountsof p53 antigen, all per 105 cells; or the mean 6 s:e:m: (n, 8–10)
of the fraction of TUNEL- or BrdU-positive cells (per cent of total), or the amount of c.p.m. 3H-thymidine incorporated per 24 well. ND, not done.
* Statistical significance (P , 0:05) versus control (normoxia/normoglycaemia without cytokines) by unpaired Student’s t-test.
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(870 6 50, 1;600 6 100 and 2;500 6 150 at 2, 4 and 7 weeks) than in
rHIF-1a+/+ tumours (1;500 6 130, 2;200 6 200 and 3;100 6 100 at
2, 4 and 7 weeks: P , 0:05). Most (85%) TUNEL-positive fields
were also EF5-positive in tumours of both genotypes (Fig. S3k, l),
confirming that apoptosis in vivo is hypoxia-driven. Whereas
tumours of both genotypes had comparable TUNEL/EF5-positive
fields (74% of 134 EF5-positive fields in rHIF-1a+/+ tumours, 80%
of 160 EF5-positive zones in HIF-1a−/− tumours), fewer apoptotic
cells were present in HIF-1a−/− tumour fields (2:5 6 0:2% versus
1:5 6 0:2% cross-sectional area; P , 0:05; Fig. S3f, j). The less
obvious hypoxic apoptosis in vivo than in vitro may relate to
differences in environmental signals, influencing the switch towards
growth arrest and survival rather than apoptosis, as shown for
apoptosis induced by other types of stress12,18.

Many tumours contain hypoxic microenvironments, a condition
that is associated with poor prognosis and resistance to

treatment20,23. Our findings indicate that tumour vascularization
is largely controlled by HIF-1a, in part as a result of upregulation
of VEGF. In addition, a new role for HIF-1a in hypoxic control of
growth and apoptosis has been revealed, the in vivo significance
of which is indicated by the genotype-dependent differences in
tumour growth. The HIF-1a-dependent growth arrest/apoptosis
in response to hypoxia is reminiscent of the p53-mediated control
of growth arrest/apoptosis in response to genotoxic or physical
stresses11,12. Furthermore, the HIF-1a-dependent induction of
p53, p21 and suppression of Bcl-2 during hypoxic growth arrest/
apoptosis may reflect an interplay between these pathways. Indeed,
hypoxia can stabilize p53 by binding HIF-1a (ref. 24). The effects
of losing HIF-1a on the cell’s behaviour confirm the importance
of this molecular interaction. As HIF-1a is activated in solid
tumours, our results suggest a new general mechanism for
tumour growth. M

Figure 3 Functional vascularization and growth of HIF-1a−/− and rHIF-1a+/+

tumours. a, b, Gradient echo magnetic resonance imaging (MRI) of a rHIF-1a+/+

(left) and HIF-1a−/− (right) tumour during inhalation of 95% oxygen and 5% CO2. a,

Greyscale original MRI image; b, calculated ‘functional vascular’ (bDY) map of the

same tumours. Colour code of bDY: minimum ‘0’ (red) indicates undetectable

oxygen delivery;maximum ‘0.1’ (purple) reflects the degree of oxygen delivery in a

large perfused vessel. For details, see Methods. The HIF-1a−/− and rHIF-1a+/+

tumours were mounted so that their overlying skin appears merged on the image

(white dotted line). c, d, FITC fluorescence images of microvessels in a rHIF-1a+/+

(c) and HIF-1a−/− (d) tumour by intravital fluorescence microscopy after

intravenous injection of FITC–dextran. e, Tissue pO2 values (mean 6 s:e:m:) in

rHIF-1a+/+ and HIF-1a−/− tumours. (1) ‘Total’: average pO2 throughout the entire

tumour; (2) ‘on vessel’: blood vessel within high-resolution tissue pO2 sampling

field (40 mm in diameter); (3) ‘vessel , 100 mm’: blood vessels within 100 mm from

tissue pO2 sampling field; (4) ‘no vessel , 100 mm’: no blood vessel within 100 mm

from tissue pO2 sampling field. Asterisks, P , 0:05 versus rHIF-1a+/+ by unpaired

t-test. f, g, EF5 staining of a rHIF-1a+/+ (f) and HIF-1a−/− (g) tumour, revealing more,

and more strongly, stained hypoxic areas in the HIF-1a−/− tumour. Scale bar,

200 mm in f, g; 100 pixels in c, d represent 100 mm; tumours in a, b weighed ,3g

each.
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Methods

HIF-1a targeting, ES cells, embryoid bodies and tumour formation. The
HIF-1a targeting vector (pPNT.HIF-1a; Fig. 1a) contained a 59 flanking 5.0-kb
PstI/NheI fragment upstream of exon 2, and a 39 flanking 4.8-kb SphI fragment
downstream of exon 2. Culture and targeting of undifferentiated ES cells,
including selection in high G418, northern blot and western blot analysis, and
EMSA were done as described25,26. For mRNA studies, ES cells were weaned off
fibroblast feeders in the presence of leukaemia-inhibitory factor (LIF; ESGRO,
GIBCO-BRL and Life Technologies). Cells at 75% confluency were cultured in
normoxia (20% O2)/normoglycaemia (25 mM glucose), in anoxia (,0.1% O2;
6 h; BBL Gaspack 100 Anaerobic system, Beckton Dickinson), in hypoxia (0.5
or 2% O2; 8–16 h) or in glucose-free medium (19 or 29 h) before mRNA
analysis. Embryoid bodies (EBs) were generated by culturing ES cells (without
feeders) in hanging drops (300 cells per 30 ml) in medium without LIF for 3 d,
and then on bacterial dishes for 2–8 weeks. EBs (3 weeks for in situ hybridiza-
tion, 6 to 8 weeks for proliferation analysis) were stressed in hypoxia (1% O2 for
24 h), or in glucose-free medium/anoxia (4 h; followed by 20 h recovery in
normoxia/normoglycaemia). For ES-cell-derived tumour formation, 5 3 106

ES cells were subcutaneously injected into Nu/Nu mice.
Intravital microscopy, magnetic resonance imaging and flow. All methods
for intravital microscopy of ES-cell-derived tumours in dorsal skin chambers,
implanted in Nu/Nu mice including measurements of the velocity of red blood
cells (VRBC), blood-flow rates, vessel diameter and vessel density (defined as the
total length of vessels per unit area; cm cm−2), and tissue pO2 measurements
were made at 15 to 17 days on tumours 8 to 10 mm in diameter (0.3 g) as
described23. Gradient echo MRI has been described27. Vascular functionality
(bDY) maps were derived from the average images, obtained by inhaling
carbogen (95% O2–5% CO2) or air–CO2 (95% air–5% CO2); bDY ¼

ðIcarbon=Iair¹¹CO2
Þ=TE 3 CMRI, where ‘b’ is the volume fraction of blood, DY is

the change in fraction of oxyhaemoglobin, TE is time to echo (10 ms) and
CMRI ¼ 599 s2 1 at 4.7 T. Blood flow in tumours was measured using 15-mm
coloured microspheres as described28.
Histology, immunostaining and in situ hybridization. All methods for
histology, immunostaining, and in situ hybridization have been described26,29.
Vascular densities were quantified by counting the number of endothelial cords
(consisting of two closely apposed endothelial cell layers without detectable
lumen; ,2 mm wide; Fig. 2e), capillaries with a small lumen (diameter
7 6 5 mm; Fig. 2f), medium-sized vessels with a larger lumen (30 6 3 mm
versus 70 6 5 mm for medium and large diameter, respectively; Fig. 2g), or
blood vessel lakes with the largest lumen (90 6 14 mm, short axis versus
280 6 50 mm, long axis; Fig. 2h) per field (1.2 mm2) in 6 to 8 randomly
chosen optical fields on 3 to 5 adjacent sections (320 mm apart) per tumour.
The fractional area of epitheloid cells (identified morphologically by their
typical histological appearance and high cell density; Fig. S3n inset) was
morphometrically quantified using the Quantimed Q600 imaging system.
Apoptosis and proliferation. For apoptosis studies, undifferentiated ES
monolayers were cultured at 10,000 cells in 24-well dishes in normal ES cell
medium containing 5% fetal calf serum for 24 h, and stressed for 24 h in the
same medium without LIF under hypoxic or hypoglycaemic conditions.
Apoptosis was measured using an ELISA (Boehringer Mannheim) for
cytoplasmic histone-associated DNA fragments (mono- and oligonucleo-
somes), expressed as the number of oligonucleosomes per 105 cells
(undifferentiated ES cells) or per mg protein (tumours)30. TUNEL-positive
cells were visualized using an ApopTag kit (Oncor). Interleukin-1b (3 ng ml−1),
interferon-g (5 ng ml−1), and tumour-necrosis factor-a (30 ng ml−1) (all from
R & D Systems) were added during normoxia/normoglycaemia for 24 h to
induce hypoxia/hypoglycaemia-independent apoptosis. Oligonucleosomes
(number per 105 cells) and antigen levels of Bcl-2 (units per 105 cells), p21
(units per 105 cells) and p53 (pg per 105 cells) were quantified by ELISA
(Calbiochem). Apoptosis in hypoxic tumour zones was morphometrically
quantified using the Quantimed Q600 imaging system by measuring the area of
TUNEL-immunoreactive cells per hypoxic zone. Between 8 and 10 randomly
chosen zones on 8 to 10 sections (320 mm apart) were analysed and averaged
per tumour. Western blotting of cell-cycle-control genes was done on whole-
cell extracts using antibodies specific against p53, p21, Bcl-2 (all from
Calbiochem), GADD153 (Santa Cruz Biotechnology) or b-actin (Sigma).

For analysis of proliferation of undifferentiated ES cell monolayers, ES cells
(plated at 7,000 cells in 24-well dishes and serum-starved for 24 h) were stressed
for 24 h in hypoxia (2% O2; 24 h), incubated with 1 mCi 3H-thymidine for 2 h,
and the incorporated 3H-thymidine counted30. For analysis of proliferation in
EBs, 6–8-week-old EBs were stressed under hypoxia (1% O2, 24 h), or under
hypoglycaemia/anoxia for 4 h, followed by a 20-h recovery in normoxia/normo-
glycaemia, in medium containing 59-bromo-29,39-deoxyuridine (BrdU; 30 mM).
In situ morphometric analysis of proliferation was done by measuring the area
of all PCNA-immunoreactive cells on cross-section through each tumour
(,150 mm2) and expressing it as a percentage of the tumour area analysed.
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The recent con®rmation that at least some g-ray bursts originate
at cosmological distances1±4 suggests that the radiation from them
could be used to probe some of the fundamental laws of physics.
Here we show that g-ray bursts will be sensitive to an energy
dispersion predicted by some approaches to quantum gravity.
Many of the bursts have structure on relatively rapid timescales5,
which means that in principle it is possible to look for energy-
dependent dispersion of the radiation, manifested in the arrival
times of the photons, if several different energy bands are
observed simultaneously. A simple estimate indicates that,
because of their high energies and distant origin, observations
of these bursts should be sensitive to a dispersion scale that is
comparable to the Planck energy scale (,1019 GeV), which is
suf®cient to test theories of quantum gravity. Such observations
are already possible using existing g-ray burst detectors.

Our interest is in the search for possible in vacuo dispersion,
dv < E=EQG, of electromagnetic radiation from g-ray bursts (GRBs),
which could be sensitive to a type of candidate quantum-gravity
effect that has been recently considered in the particle-physics
literature. (Here E is the photon energy and EQG is an effective
quantum-gravity energy scale). This candidate quantum-gravity
effect would be induced by a deformed dispersion relation for
photons of the form c2p2 � E2�1 � f �E=EQG��, where f is a model-
dependent function of the dimensionless ratio E/EQG, p is the
photon momentum and c is the velocity of light. In quantum-
gravity models in which the hamiltonian equation of motion
Çx1 � ]H=]pi is still valid at least approximately, as in the frameworks
discussed later, such a deformed dispersion relation would lead to
energy-dependent velocities c � gv for massless particles, with
implications for all the electromagnetic signals that we receive
from astrophysical objects at large distances. At small energies
E p EQG, we expect that a series expansion of the dispersion relation
should be applicable: c2p2 � E2�1 � yE=EQG � O�E2=E2

QG��, where
y � 6 1 is a sign ambiguity that would be ®xed in a given
dynamical framework. Such a series expansion would correspond
to energy-dependent velocities:

v �
]E

]p
< c 1 2 y

E

EQG

� �
�1�

This type of velocity dispersion results from a picture of the vacuum
as a quantum-gravitational `medium', which responds differently to
the propagation of particles of different energies and hence velo-
cities. This is analogous to propagation through a conventional
medium such as an electromagnetic plasma6. The gravitational
`medium' is generally believed to contain microscopic quantum
¯uctuations, which may occur on scale sizes of order the Planck
length LP < 10 2 33 cm on timescales of the order of tP < 1=EP, where
EP < 1019 GeV. These may7,8 be analogous to the thermal ¯uctua-
tions in a plasma, that occur on timescales of the order of t < 1=T,
where T is the temperature. As it is a much `harder' phenomenon
associated with new physics at an energy scale far beyond typical

photon energies, any analogous quantum-gravity effect could be
distinguished by its different energy dependence: the quantum-
gravity effect would increase with energy, whereas conventional
medium effects decrease with energy in the range of interest6.

Equation (1) encodes a minute modi®cation for most practical
purposes, as EQG is believed to be a very high scale, presumably of
the order of the Planck scale EP < 1019 GeV. Even so, such a
deformation could be rather signi®cant for even moderate-energy
signals, if they travel over very long distances. According to equation
(1), a signal of energy E that travels a distance L acquires a `time
delay', measured with respect to the ordinary case of an energy-
independent speed c for massless particles:

Dt < y
E

EQG

L

c
�2�

This is most likely to be observable when E and L are large while the
interval dt, over which the signal exhibits time structure, is small.
This is the case for GRBs, which is why they offer particularly good
prospects for such measurements, as we discuss later.

We ®rst review brie¯y how modi®ed laws for the propagation of
particles have emerged independently in different quantum-gravity
approaches. The suggestion that quantum-gravitational ¯uctua-
tions might modify particle propagation in an observable way can
already be found in refs 7 and 9. A phenomenological parametriza-
tion of the way this could affect the neutral kaon system9±11 has been
already tested in laboratory experiments, which have set lower limits
on parameters analogous to the EQG introduced above at levels
comparable to EP (ref. 12). In the case of massless particles such as
the photon, which interests us here, the ®rst example of a quantum-
gravitational medium effect with which we are familiar occurred in a
string formulation of an expanding Robertson±Walker±Friedman
cosmology13, in which photon propagation appears tachyonic.
Deformed dispersion relations that are consistent with the speci®c
formula in equation (1) arose in approaches based on quantum
deformations of PoincareÂ symmetries14 with a dimensional parameter.
Within this general class of deformations, one ®nds14,15 an effect
consistent with equation (1) if the deformation is rotationally
invariant: the dispersion relation for massless particles c2p2 �

E2
QG�1 2 exp�E=EQG��

2, and therefore y � 1. We noted that a
deformed dispersion relation has also been found in studies of the
quantization of point particles in a discrete space time16.

A speci®c and general dynamical framework for the emergence of
the velocity law (equation (1)) has emerged17 within the Liouville
string approach7 to quantum gravity, according to which the
vacuum is viewed as a non-trivial medium containing `foamy'
quantum-gravity ¯uctuations. The nature of this foamy vacuum
may be visualized by imagining processes that include the pair
creation of virtual black holes. Within this approach, it is possible to
verify that massless particles of different energies excite vacuum
¯uctuations differently as they propagate through the quantum-
gravity medium, giving rise to a non-trivial dispersion relation of
Lorentz `non-covariant' form, just as in a thermal medium. The
form of the dispersion relation is not known exactly, but its
structure has been studied17 via a perturbative expansion, and it
was shown in ref. 17 that the leading 1/EQG correction is in
agreement with equation (1).

It has been recently suggested8 the vacuum might have analogous
`thermal' properties in a large class of quantum-gravity approaches,
namely all approaches in which a minimum length LminÐsuch as
the Planck length LP < 10 2 33 cmÐcharacterizes short-distance
physics. These should in general lead to deformed photon disper-
sion relations with EQG < 1=Lmin, though the speci®c form of
equation (1) may not hold in all models, and hence may be used
to discriminate between them. In support of equation (1), though,
we recall15,17 that this type of non-trivial dispersion in the quantum-
gravity vacuum has implications for the measurability of distances
in quantum gravity that ®t well with the intuition emerging from
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recent heuristic analyses18 based on a combination of arguments
from ordinary quantum mechanics and general relativity.

We now explain how GRBs provide an excellent way of testing
such ideas, now that the cosmological origin of at least some of them
has been established. We recall that typical photon energies in GRB
emissions are5 in the range 0.1±100 MeV, and it is possible that the
spectrum might in fact extend up to TeV energies19. Moreover, time
structure down to the millisecond scale has been observed in the
light curves5, as is predicted in the most popular theoretical
models20 involving merging neutron stars or black holes, where
the last stages occur on the timescales associated with grazing orbits.
Similar timescales could also occur in models that identify GRBs
with other cataclysmic stellar events, such as failed supernovae of
type Ib, young ultra-magnetized pulsars or the sudden deaths of
massive stars21. We see from equations (1) and (2) that a signal with
millisecond time structure in photons of energy ,20 MeV coming
from a distance of the order of 1010 light yr, which is well within the
range of GRB observations and models, would be sensitive to EQG of
the order of 1019 GeV < 1=LP.

Signi®cant sensitivities may already be attainable with the present
GRB data. Submillisecond time-structure has been seen22 in GRB
910711, and a recent time-series analysis23 of the light curve of GRB
920229 using the bayesian block technique has identi®ed a narrow
microburst with a rise and decay timescale of the order of 100 ms.
This is seen simultaneously in three (of the available four) energy
channels of the BATSE detector on board the Compton Gamma Ray
Observatory, covering the energy regions 20±50 keV, 50±100 keV
and 100±300 keV, respectively. From the time structure of this
microburst we think it should be possible to extract an upper
limit of Dt ( 10 2 2 s on the difference in the arrival times of the
burst at energies separated by DE < 200 keV. If a burst such as this
were to be demonstrated in the future to lie at a redshift z < 1,
as seems quite plausible, the implied sensitivity would be to
EQG < 1016 GeV, and it would be possible to improve this to
,1017 GeV if the time difference could be brought down to the
rise time reported in ref. 23. We note in passing that the simulta-
neous arrival of photons of different energies from such a large
distance also imposes an upper limit of the order of 10-6 eV on a
possible photon mass, but this is much less stringent than other
astrophysical and laboratory limits24.

These levels of sensitivity are even more interesting in light of the
fact that recent theoretical work on quantum gravity, particularly
within string theory, appears to favour values of the effective scale
characterizing the onset of signi®cant quantum-gravity effects that
are somewhat below the Planck scale, typically in the range 1016±
1018 GeV (ref. 25). If our scale EQG were indeed to be given by such
an effective quantum-gravity scale, parts of the GRB spectrum with
energies around 0.1 MeV and millisecond time structure (or ener-
gies of the order of 100 MeV and 1-s time structure, or energies
around 1 TeV and 1-h time structure) might be sensitive to the type
of candidate quantum-gravity phenomenon discussed here.

To provide some quantitative comparison of the GRB sensitivity
to this phenomenon with that of other astrophysical phenomena,
we can compare values of the `sensitivity factor' h [ jDtpj=dt, where
dt represents the time structure of the signal, and Dtp is the time
delay acquired by the signal if EQG < EP, namely Dtp < 6 EL=�cEP�.
As already discussed, GRB emission with millisecond time structure
and energy around 20 MeV that travels a distance of the order of
1010 light yr has h < 1. Another interesting possibility is that we may
observe lensing of a GRB by a foreground galaxy26,27. The burst
would then reach us by two or more different paths whose light
travel times would differ typically by weeks to years. As conventional
gravitational lensing is achromatic, any energy-dependence in the
time delay would be a direct probe of the new physics of interest, and
would be independent of the actual emission mechanism of g-ray
bursts. We note that the HEGRA28 and Whipple29 air CÆ erenkov
telescopes have already searched for TeVemission from the direction

of GRBs, motivated by the EGRET telescope's detection30 of emission
up to 18 GeV from GRB940217. If such searches were to prove
successful and moreover, identi®ed a lensed GRB, one would be able
to infer via equation (2) a sensitivity factor down to h < 10 2 6.

As observed in ref. 17, which did not consider GRBs as the
cosmological distances of these phenomena were not then estab-
lished, pulsars and supernovae are among the other astrophysical
phenomena that might at ®rst sight appear well suited for probing
the physics we are interested in here, because of the short time
structures they display. However, although pulsar signals have very well-
de®ned time structure, they are at relatively low energies and are
observable over distances of at most 104 light yr. If one takes an energy
of the order of 1 eVand postulates a sensitivity to time delays as small as
1 ms, one estimates a sensitivity down to h < 102 10. With new
experiments such as AXAF it may be possible to detect X-ray pulsars
out to 106 light years, allowing us to probe down to h < 10 2 8.

We note that neutrinos from type-II supernovae like SN1987aÐ
which should have energies up to ,100 MeV with a time structure
that could extend down to millisecondsÐare likely to be detectable
at distances of up to ,105 light yr, providing sensitivity down to
h < 10 2 4. We have also considered the cosmic microwave back-
ground. Although the distance travelled by these photons is the
largest available, the only possible signature is a small distortion of
the Planck spectrum due to the frequency-dependence of c, which
we estimate to be of the order of DI�n�=I�n� < n=EP < 10 2 32, where
I(n) is the frequency spectrum, which is negligible.

In principle, GRBs allow us to gain many orders of magnitude in
the sensitivity factor h. Moreover, and most importantly, this high
sensitivity should be suf®cient to probe values of the effective scale
characterizing the onset of quantum-gravity effects extending all the
way up to the Planck scale, as illustrated by the estimates we have
provided. Ideally, one would like to understand well the short-time
structure of GRB signals in terms of conventional physics, so that
the phenomena discussed here may be disentangled unambigu-
ously. However, even in the absence of a complete theoretical
understanding, sensitive tests can be performed as indicated
above, through the serendipitous detection of short-scale time
structure23 at different energies in GRBs which are established to
be at cosmological distances. Detailed features of burst time series
should enable the emission times in different energy ranges to be
put into correspondence. As any time shift due to quantum-gravity
effects of the type discussed here would increase with the photon
energy, this characteristic dependence should be separable from
more conventional in-medium physics effects, which decrease with
energy. To distinguish any quantum-gravity shift from effects due to
the source, we recall that the medium effect would be linear in the
source distance and in the photon energy, which would not in
general be the case for time shifts at the source. To disentangle any
such effects, it is clear that the most desirable features in an
observational programme would be ®ne time resolution at high
photon energies. M
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Triton, Neptune's largest moon, has been predicted to undergo
signi®cant seasonal changes that would reveal themselves as
changes in its mean frost temperature1±3. But whether this
temperature should at the present time be increasing, decreasing
or constant depends on a number of parameters (such as the
thermal properties of the surface, and frost migration patterns)
that are unknown. Here we report observations of a recent stellar
occultation by Triton which, when combined with earlier results,
show that Triton has undergone a period of global warming since
1989. Our most conservative estimates of the rate of temperature
and surface-pressure increase during this period imply that the
atmosphere is doubling in bulk every 10 yearsÐsigni®cantly
faster than predicted by any published frost model for Triton2,3.
Our result suggests that permanent polar caps on Triton play a
dominant role in regulating seasonal atmospheric changes. Simi-
lar processes should also be active on Pluto.

The 4 November 1997 occultation of the star Tr180 (also known

as Tycho 651672 and GSC6321-01030) was successfully observed
with the Hubble Space Telescope (HST) in daylight over the
northwest Paci®c Ocean; Astrometer 3 of the Fine Guidance Sensors
(FGS) was used to record the event5. Details of the HST data are
given in Table 1 along with information about other observing
stations; the immersion and emersion data (disappearance and
reappearance of the star) are shown in Fig. 1. A central ¯ash (the
focusing of light rays by Triton's atmosphere6,7) was recorded, but
will be presented and analysed elsewhere.

We modelled the HST light curve with a standard small-planet
model that allows for a power-law temperature gradient8 (Table 2).
The background from dark counts and Triton (determined by the
FGS in September and adjusted for Triton's different distance) was
subtracted, and the remainder was divided by the ¯ux from the star
(also determined by the FGS in September) so that the full range of
stellar ¯ux corresponded to values between 0.0 and 1.0. In the light-
curve model ®ts, the zero level was ®xed, but the full-scale signal
from the star was a free parameter. The difference of the ®tted values
from 1.0 shows that our calibration error is only a few tenths of one
per cent.

From ®tting the entire light curve, the closest-approach distance
between the centre of Triton's shadow and the HST was determined
to be 224 6 4 km (®rst column of results in Table 2). This value
places the shadow somewhat further north than predicted, but it is
consistent with no detectable occultation at our Oahu station
(Table 1). Using the closest-approach distance determined from
the entire light curve, we ®tted the main immersion and emersion
sections of the light curve both separately and together (next three
columns of results in Table 2). As a test of the self-consistency of our
light-curve models, we ®xed the atmospheric model parameters
(`̀ half-light radius'', `̀ lambda at half-light,'' and the `̀ thermal-
gradient exponent''; see ref. 8) at their values determined from
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Figure 1 Triton occultation light curves from the HST. Data before and after the

occultation were used to establish the modulation of the signal due to the

astrometer scan, which was then removed from the entire data set. The zero and

full-scale stellar ¯ux levels were established with photometric data from an earlier

FGS visit to these objects on 11 September 1997. At that time, Triton's magnitude

as observed by the FGS was 13.4 and the magnitude of Tr180 was 10.6. The FGS

data have been averaged at 1.0 s; a, immersion data (®lled circles) and light-curve

model ®t (line); b, emersion data (®lled circles) and light-curve model ®t (line; see

®ts in Table 2). The zero point of the abscissa is arbitrary. The light-curve model8

used a power-law thermal gradient; residuals from the ®t in a are shown in c, and

the residuals from the ®t in b are shown in d. The r.m.s. residual along the full

signal is ,0.0022 for a 1-s average, and is the result of photon noise. The

remaining residuals that occur when the star is partially occulted are the result

of unmodelled structure in Triton's atmosphere and rarely exceed 0.01. The effect

of these on our determination of the 1,400-km pressure can be estimated by

differences among the ®ts in Table 1. The omitted central portion of the light curve

(see text) corresponds to radii ,1,400 km (altitudes ,48 km); the atmosphere

below that does not affect the 1,400-km pressure.



Nature © Macmillan Publishers Ltd 1998

8

letters to nature

592 NATURE | VOL 394 | 6 AUGUST 1998

Immunofluorescence assay. For latent KSHV antigens, cytospin prepara-
tions were fixed with methanol/acetone, and incubated with KS sera at a 1:40
dilution in master block as described19, followed by incubation with an FITC-
conjugated F(ab9)2 fragment of rabbit anti-human IgG (DAKO). For lytic
antigens, cytospin preparations of TPA-induced cells were fixed and incubated
either overnight at 4 8C with mAb 11D1 (ref. 12; gift from B. Chandran), which
is specific for the DNA-replication protein ORF 59, at a dilution of 1:10, or for
1 h at room temperature with a polyclonal rabbit antibody raised against the
main capsid protein ORF 25 (gift from S. J. Gao) and diluted 1:300, followed by
40 min incubation with an FITC-conjugated goat F(ab)92 fragment to either
mouse IgG (ICN Biomedicals) or rabbit IgG (Jackson ImmunoResearch). Cell
nuclei were counterstained with DAPI (49-69-diamino-29-phenylindole
dihydrochloride; Boehringer Mannheim), and examined in a fluorescence
microscope (Axioplan 2; Zeiss).
Cell-proliferation assay. Infected and uninfected HUVECs were washed and
cultured at 104 cells per 200 ml in serum-free medium (X-vivo 20) containing
no VEGF, or 20 ng ml−1 or 40 ng ml−1 VEGF for 24 h. Cells were then pulsed
with 3H-thymidine, maintained in culture for 36 h, collected and counted in a
b-scintillation counter. Values represent the mean 6 standard deviation c.p.m.
3H-thymidine incorporated for triplicate cultures.
Telomerase assay. The radioactive TRAP assay for telomerase activity has
been described16,20.
Anchorage-independent growth. 2 3 M 199 medium (BioWhittaker) with
2 3 ECGS (endothelial growth supplement, PerImmune, Inc.) and 40% fetal
calf serum (FCS) were mixed with an equal amount of 0.8% melted agar and
1 ml was poured into each 35-mm plate to form a bottom layer; then 2 3 M 199
with 2 3 ECGF and 40% FCS were mixed with an equal amount of 0.4% melted
agar and 1 ml was added to serial concentrations of cells (103, 104, 105) and
poured over the bottom layer to form a top layer.
Cytokine and chemokine assays. Assays were done by ELISA in a
commercial laboratory (Cytokine Core Laboratory).
Flow cytometer analysis. FITC conjugated mAbs (PECAM, E-selectin,
VCAM, ICAM) were used as described8. KDR expression was quantified by a
FITC-conjugated mAb to KDR (clone 6.64, VEGF-binding domain) (gift from
ImClone Systems).
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Transcriptional silencing in Saccharomyces cerevisiae at the HM
mating-type loci and telomeres occurs through the formation of a
heterochromatin-like structure. HM silencing is regulated by cis-
acting elements, termed silencers, and by trans-acting factors that
bind to the silencers. These factors attract the four SIR (silent
information regulator) proteins, three of which (SIR2–4) spread
from the silencers to alter chromatin, hence silencing nearby
genes1–4. We show here that an HMR locus with a defective silencer
can be silenced by anchoring the locus to the nuclear periphery.
This was accomplished by fusing integral membrane proteins to
the GAL4 DNA-binding domain and overproducing the hybrid
proteins, causing them to accumulate in the endoplasmic reticu-
lum and the nuclear membrane. We expressed the hybrid proteins
in a strain carrying an HMR silencer with GAL4-binding sites
(UASG) replacing silencer elements, causing the silencer to
become anchored to the nuclear periphery and leading to silen-
cing of a nearby reporter gene. This silencing required the hybrids
of the GAL4 DNA-binding domain with membrane proteins, the
UASG sites and the SIR proteins. Our results indicate that peri-
nuclear localization helps to establish transcriptionally silent
chromatin.

Yeast and Drosophila telomeres are probably located at the nuclear
periphery5–7, where some non-telomeric heterochromatin is also
found8; however, it is unclear whether this localization contributes
to the formation of heterochromatin or is a consequence of it. We
tested whether genes artificially drawn to the yeast nuclear envelope
could become transcriptionally silenced by using strains with an
HMR locus in which UASG sites replaced some or all of the usual
elements at the HMR-E silencer. This silencer normally contains
three elements, A, E and B, that are binding sites for the proteins
ORC, RAP1 and ABF1, respectively9. Deletion of any one of these
elements leads to little or no derepression of HMR, whereas deletion
of any two elements leads to full derepression9. If these silencer
elements are replaced by UASG sites, silencing is lost, but it can be
restored by the introduction of any one of several different GAL4
DNA-binding domain (GBD) hybrids, including those with SIR1,
SIR3, SIR4, RAP1 and ORC1 (refs 2, 10–12): we refer to this as
targeted silencing. We used the same strategy to assess the role of
perinuclear localization in silencing. As overexpression of Golgi
proteins leads to their accumulation in the endoplasmic reticulum
(ER) and the nuclear membrane13,14, we investigated whether over-
expressed GBD–Golgi protein hybrids could cause targeted silencing.

First, we tested YIP1, an essential protein with at least three
predicted membrane-spanning domains. YIP1 is a Golgi protein
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involved in ER-to-Golgi and/or early Golgi membrane transport (D.
Gallwitz, personal communication). Indirect immunofluorescence
showed that when GBD–YIP1 was overproduced, nuclear rim
staining appeared (Fig. 1) that was consistent with accumulation
in the ER and the nuclear membrane. In contrast, GBD alone was
seen throughout the nucleoplasm, coincident with DAPI staining.

We tested the GBD–YIP1 hybrid in three targeted silencing
strains10, which differed only in the specific silencer elements deleted
from the HMR-E silencer. A cell-spotting assay was used to quantify
the extent of silencing of an hmr::TRP1 reporter gene. Lack of
growth on a medium without tryptophan demonstrates silencing in
this assay. The GBD–YIP1 hybrid gave silencing in strain YSB35 (Fig.
2a, row 1), which has the RAP1- and ABF1-binding sites deleted
from the HMR-E silencer. This hybrid also gave silencing in strain
YSB2, which has the ORC- and RAP1-binding sites deleted (Fig. 2b,
row 1), although there was less silencing than in YSB35 (compare
rows 1 in Fig. 2a, b). This had been seen previously for GBD–SIR1; it
too gave better targeted silencing in YSB35 than in YSB2 (ref. 10).

Figure 2 also shows the effect of sir mutations in these strains.
Silencing by GBD–YIP1 was abolished in sir2 and sir3 derivatives of
strain YSB35 and greatly weakened in a sir1 mutant (Fig. 2a).
Silencing by GBD–YIP1 in strain YSB2 also depended on SIR2,
SIR3 and SIR4, but was barely affected by a sir1 mutation (Fig. 2b,
and data not shown). The silencing also depended on the presence
of the UASG sites (Fig. 2d), and thus had all the hallmarks of targeted
silencing (demonstrated previously by proteins directly involved in
silencing)2,10–12.

There was no silencing for GBD–YIP1 in strain YSB41, which has
all three elements deleted from the HMR-E silencer (Fig. 2c), in
contrast to GBD–SIR1, which gave some silencing in this strain2

(Fig. 2c). Thus, targeted silencing by this membrane protein
required the presence of at least one natural silencer element.

To test the generality of these results with GBD–YIP1, we tested
four other membrane proteins. We identified two as YIP1-interact-

ing proteins in a two-hybrid screen, YIF1 and YIP3. YIP3 is also
involved in ER-to-Golgi membrane transport (D. Gallwitz, personal
communication). It has two predicted membrane-spanning
domains, whereas YIF1 has three. The other two proteins tested
were MNN10, a Golgi mannosyltransferase15, and STT3, a resident
ER protein that is part of the oligosaccharyltransferase complex16,17.
In the case of MNN10, overexpression leads to accumulation of the
protein in the ER membrane (N. Dean, personal communication).
As the N termini of both membrane proteins are likely to be
cytoplasmic rather than lumenal15,16, overexpression of GBD hybrids
of these proteins should cause their N termini to reside in the
cytoplasm and/or nucleoplasm. All four membrane-protein hybrids
caused repression of the hmr::TRP1 reporter gene in strain YSB35
(Fig. 3a). Quantitative measurements showed that the degree of
targeted silencing for the YIF1 hybrid was as good as, or better than,
that of SIR1. The MNN10, YIP1 and YIP3 hybrids each gave less
silencing than SIR1 and YIF1 (see Supplementary Information); the
STT3 hybrid gave the least (Fig. 3). The silencing by these mem-
brane-protein hybrids had all the features of targeted silencing, in
that it required UASG sites and depended on SIR2, 3 and 4, as did
GBD–YIP1 (Fig. 2). All of the proteins gave better silencing in strain
YSB35 than in YSB2, and none in YSB41, as did GBD–YIP1 (Fig. 2).

We confirmed that this silencing was not due simply to over-
production of membrane proteins in the following experiment. As
the N terminus of MNN10 is probably cytoplasmic, the GBD domain
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Figure 1 GBD hybrids localized by indirect immunofluorescence. Cells were

stained with DAPI (diamidino-2-phenylindole) to visualize the nuclei and with an

anti-GBD antibody to visualize GBD and GBD hybrids. DAPI staining shows the

location of the nuclei and the mitochondria. Note that GBD hybrids are observed at

the nuclear rim and in some cases (inset) under the plasma membrane,

consistent with ER localization26.
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Figure 2 Targeted silencing by GBD–YIP1. a, GBD–YIP1 or GBD was expressed in

strain YSB35 (rows 1 and 2) or its sir1 (rows 3 and 4), sir2 (rows 5 and 6) or sir3

(rows 7 and 8) derivatives. These strains have the E and B elements deleted from
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YIP1 or GBD was expressed in strain YSB2 (rows 1 and 2) or its sir1 (rows 3 and 4),
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This strain has all three elements deleted from the HMR-E silencer and replaced
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of the GBD–MNN10 hybrid, when it is overexpressed, should be in
the nucleoplasm. As a control, we therefore constructed an MNN10
hybrid with GBD at the C terminus (MNN10–GBD). This protein
would be expected to have GBD in the lumen of the ER rather than in
the nucleus, and thus would not be expected to give targeted
silencing, which we found to be the case (Fig. 3b). This hybrid
protein was expressed more than GBD–MNN10 (Fig. 3b), and
immunofluorescence experiments localized both MNN10 hybrids
to the ER/nuclear membrane (Fig. 1).

We conclude that the GBD–membrane protein hybrids, when
overproduced, reside in the inner nuclear membrane and draw
UASG sites to the nuclear periphery. We confirmed this by using a
screen (to be described elsewhere) in which we looked for
plasmids encoding GBD hybrid proteins that would give targeted
silencing in strain YEA76 (Aeb::3xUASG hmr::URA3). Among the
plasmids found was one coding for GBD fused to a tetrapeptide, Cys-
Cys-Val-Cys (CCVC), followed by a stop codon; this tetrapeptide
led to targeted silencing of a URA3 reporter gene (Fig. 3c). The
silencing did not occur in the same strain containing a sir3
mutation. Furthermore, a frameshift mutation introduced at the
junction between GBD and the tetrapeptide abolished silencing
(data not shown). As proteins with the sequence Cys-X-Cys

(where X is any amino acid) at the C terminus are
geranylgeranylated18,19, we presume that the GBD–CCVC hybrid
was similarly modified; this modification then anchors the protein
in the nuclear membrane (Fig. 1), where it facilitates targeted
silencing in the same way as did the authentic membrane proteins.
Thus, silencing is a consequence of anchorage to the periphery,
rather than the attachment of a protein transmembrane domain to
GBD per se.

The membrane protein hybrids described here are unlikely to
participate directly in silencing. Our data suggest that a membrane
protein, when fused to GBD and overexpressed, can bind to UASG

sites on the chromosome and recruit nearby genes to the nuclear
periphery. Why does such localization facilitate silencing? It has
been suggested that the concentration of limiting SIR proteins is
higher at the nuclear periphery5,12,20, so recruitment to the periphery
may rescue the silencing defect by increasing the local concentration
of SIR proteins. One prediction of this model is that overproduction
of SIR proteins may restore some silencing to partially defective
silencers. Such overproduction can improve silencing in several
contexts20–22. We found that overexpression of SIR4, and to a lesser
extent SIR3, in strains YSB35 and YSB2 (Aeb and aeB silencers,
respectively) caused some silencing (Fig. 4a, b). Furthermore, a
combination of SIR3 or SIR4 overexpression, together with GBD–
YIP1, gave even greater silencing than did GBD–YIP1 alone (Fig. 4).
In strain YSB41, with all three silencer elements deleted from HMR-
E, overexpression of SIR4 or SIR3 alone did not cause silencing
(Fig. 4c), and neither did the membrane-protein hybrid GBD–YIP1
(Figs 2c, 4c). However, the combination of SIR4 (or SIR3) over-
expression plus GBD–YIP1 did give silencing in this strain (Fig. 4c).
These results support the idea that concentrations of SIR proteins
are greater at the nuclear periphery, and are in agreement with
previous immunofluorescence results5. We conclude that peri-
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nuclear localization is important in establishing transcriptionally
silent chromatin. M
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Methods

Strains and plasmids. Strains YSB35, YSB2, YSB41 and YSB2 were used to
measure targeted silencing as described10. All five membrane proteins were
cloned in-frame into the overexpression vector pMA424 (ref. 23) to create GBD

hybrids. The entire coding sequence was used for YIP1 (pEDA73) and MNN10
(pEDA96). The YIP3 hybrid encompassed amino acids 39–182 (pEDA85); the
YIF1 hybrid, amino acids 55–314 (pEDA76); and the STT3 hybrid, amino acids
45–720 (pEDA93). GBD–MNN10 (pEDA109) was constructed by digesting
pEDA96 with EcoRI and SalI and subcloning the MNN10 fragment into
pGBT9C. To make MNN10–GBD, a PCR fragment with the MNN10 coding
region was cloned into the BamHI site of the C-terminal GBD fusion vector
D134 (gift from R. Brazas). The SIR3 and SIR4 overexpression plasmids were
pJR104 and pHR643, respectively (from J. Rine’s laboratory).
Indirect immunofluorescence and western blot analysis. For immuno-
fluorescence, cells were grown to mid-log phase, fixed with formaldehyde and
prepared as described24. The primary antibody used was one directed against
GBD (Upstate Biotechnology). For western blots, strain YSB35 transformants
were grown to an absorbance at 600 nm of 1.0 and lysed by vortexing with glass
beads. Western blotting was done as described25 using the same anti-GBD

primary antibody to detect GBD hybrids.
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The principal heat-shock proteins that have chaperone activity
(that is, they protect newly made proteins from misfolding)
belong to five conserved classes: HSP100, HSP90, HSP70, HSP60
and the small heat-shock proteins (sHSPs). The sHSPs can form
large multimeric structures and have a wide range of cellular
functions, including endowing cells with thermotolerance in
vivo1,2 and being able to act as molecular chaperones in vitro3–8;
sHSPs do this by forming stable complexes with folding inter-
mediates of their protein substrates9,10. However, there is little
information available about these structures or the mechanism by
which substrates are protected from thermal denaturation by
sHSPs. Here we report the crystal structure of a small heat-shock
protein from Methanococcus jannaschii, a hyperthermophilic
archaeon. The monomeric folding unit is a composite b-sandwich
in which one of the b-strands comes from a neighbouring
molecule. Twenty-four monomers form a hollow spherical com-
plex of octahedral symmetry, with eight trigonal and six square
‘windows’. The sphere has an outer diameter of 120 Å and an inner
diameter of 65 Å.

The sHSPs are abundant and ubiquitous in nature; they range in
size from 12K to 42K and are found as large complexes of 200K–
800K. The sHSPs share a sequence of about 100 residues which is
homologous to a-crystallin from the vertebrate eye lens, and is
called the a-crystallin domain or small-heat-shock-protein domain.
The sHSP from M. jannaschii (MjHSP16.5, relative molecular mass
16.5K)11 also contains an a-crystallin domain composed of 90
residues (Fig. 1, residues 46 to 135). The domain has 20.7%
sequence identity with human aA-crystallin and 31.4% identity
with rice HSP16.9 (refs 3, 12). The protein forms homogeneous
oligomers and has molecular chaperone activity13. We have deter-
mined the crystal structure of MjHSP16.5 from M. jannaschii at
2.9 Å resolution by using single isomorphous replacement and non-
crystallographic symmetry (NCS) averaging (Table 1 and Fig. 2).

MjHSP16.5 is a hollow spherical complex composed of 24
subunits generated by a three-fold crystallographic symmetry
operation of an asymmetric unit containing eight subunits (Fig.
3a). These eight subunits, in turn, are related by three kinds of NCS:
four two-fold, one three-fold, and one four-fold symmetries. There-
fore, 24 subunits in the complex are related by an octahedral
symmetry, with a total of twelve two-fold, three three-fold, and
three four-fold NCS axes, and one three-fold crystallographic
symmetry axis11 (Fig. 3a). The outer diameter of the sphere is
,120 Å, and the inner diameter is ,65 Å (Fig. 3b). The inside of the
sphere is hollow and no remarkable electron density is found at the
current resolution. There are eight triangular and six square
windows on the surface of the sphere.

Each folding unit is composed of nine b-strands in two sheets,
two short 310-helices, and one short b-strand (Fig. 4a). One of the b-
strands comes from a neighbouring subunit. The amino-terminal
32 residues are highly disordered, but from residue 33 onwards,
including the entire a-crystallin domain (residues 46–135) and
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