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Building a fault-tolerant quantum computer will require vast numbers of physical
qubits. For qubit technologies based on solid-state electronic devices'?, integrating
millions of qubitsin asingle processor will require device fabrication to reach a scale
comparable to that of the modern complementary metal-oxide-semiconductor
(CMOS) industry. Equally important, the scale of cryogenic device testing must keep
pace to enable efficient device screening and to improve statistical metrics such as
qubit yield and voltage variation. Spin qubits"** based on electrons in Si have shown
impressive control fidelities®® but have historically been challenged by yield and
process variation'®'% Here we present a testing process using a cryogenic 300-mm
wafer prober®to collect high-volume data on the performance of hundreds of
industry-manufactured spin qubit devices at 1.6 K. This testing method provides fast
feedback to enable optimization of the CMOS-compatible fabrication process, leading
to highyield and low process variation. Using this system, we automate measurements
of'the operating point of spin qubits and investigate the transitions of single electrons
across full wafers. We analyse the random variation in single-electron operating
voltages and find that the optimized fabrication process leads to low levels of disorder
atthe 300-mm scale. Together, these results demonstrate the advances that can be
achieved through the application of CMOS-industry techniques to the fabrication and

measurement of spin qubit devices.

Silicon quantum dot spin qubits"** have recently demonstrated single-
qubit and two-qubit fidelities well above 99% (refs. 6-9), satisfying
thresholds for error correction™. Today, integrated spin qubit arrays
have reached sizes of six quantum dots®", with larger quantum dot
platforms in 1D (refs. 16,17) and 2D (refs. 18,19) configurations also
being demonstrated. To realize practical applications with spin qubit
technology, physical qubit count will need to be increased substan-
tially?®?, This will require fabricating spin qubit devices with adensity,
volume and uniformity comparable with those of classical comput-
ing chips, which today contain billions of transistors. The spin qubit
technology hasinherentadvantages for scaling owing to the qubit size
(approximately 100 nm), as well as—in the case of Si-based devices—a
native compatibility with CMOS manufacturing infrastructure. It has
therefore been posited that manufacturing spin qubit devices with
the same infrastructure as classical computing chips can unlock the
potential of spin qubits for scaling and provide a path to building
fault-tolerant quantum computers with the technology.

The scaling of classical chips according to Moore’s law has depended
onsubstantialadvancementsin device variation (oV;)?, as well as per-
formance (/,,/1.¢ gate delay). For spin qubits today, process variation
andyield are notable challenges' 2. Although state-of-the-art results

are impressive®™, associated platforms do not yet include studies of
deviceyield. In practice, most spin qubit results are achieved as a culmi-
nation of adevice screening process in which many devices are tested
until one with satisfactory electrostatic behaviour is obtained. As the
spin qubit field progresses towards larger array sizes, such processes
will become more challenging as increasing numbers of gates and
quantum dot sites must pass these screening criteria. Advancing to
the next order of magnitude in spin qubit processor size will demand
both higheryield of spin qubit device components (for example, gates,
quantum dots), as well as more efficient testing processes to tackle the
increasingly complex fabrication process optimization.
Ithasnotyetbeen clearly shownthat CMOS manufacturinginfrastruc-
ture can bring the same improvements to variation and yield of quan-
tum devices as have been made for classical devices. Spin qubits have
been made with hybrid fabrication flows, in which industry-standard
techniques are interleaved with research techniques such as e-beam
lithography and/or lift-off>?*, More fully industry-compatible devices
in Si-MOS have also been demonstrated®?° but are at present limited by
highlevels of disorder owing to the qubits being formed directly at the
Si/SiO,interface. Spin qubits hosted in epitaxial group IV heterostruc-
tures offer reduced disorder” ?but are less straightforward tointegrate
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a Waferat T=1.6 K

b Device alignment and contact

Fig.1|Cryo-prober measurementflow. a, The cryo-prober cools 300-mm
wafers (upperimage) to anelectron temperature of 1.6 Kinaround 2 h. Lower
image shows a cross-sectional transmission electron micrograph of a Si/SiGe
quantum dot qubit device. Gates are false-coloured. Scale bar,100 nm. b, When
thewaferis cold, device pads are aligned to the probe pins using wafer stage
controlsand machine vision feedback. The stage lifts the device padsinto

inanindustry process owing to the 300-mm SiGe epitaxy, which comes
withreduced thermal budget and increased valley-splitting challenges®
compared with Si-MOS.

As well as fabrication challenges, the bottleneck of cryogenic elec-
trical testing presents a barrier to scaling any solid-state quantum
technology, from spin qubits to superconducting? and topological®
qubits. To improve process variation and yield in quantum devices,
process changes must be combined with statistical measurements
of performance indicators such as voltage variation and component
yield. Furthermore, as spin qubit processor size increases, it will be
increasingly important to identify the ‘leading edge’ devices from a
given wafer before packagingina quantum computer stack, requiring
thorough testing of a large volume of devices per wafer. Traditional
test systems that cool down one device atatimeintroduce substantial
overhead (through dicing, die attaching, bonding and thermal cycling
devices), which limits the number of devices per wafer that can be
tested. One solution is device multiplexing, using either on-chip®-*
or off-chip® circuitry, but both approaches come with limitations in
the wafer area that can be sampled. By contrast, the standard tech-
nique in the semiconductor test industry is full-wafer probing. This
approach provides maximal flexibility, as all devices on the wafer are
simultaneously accessible for electrical measurement. For quantum
devices, wafer-scale probing requires further cooling hardware to
reach the required temperatures. For spin qubits based on Si/SiGe
quantum dots, accessing the single-electron operating regime typi-
cally requires temperatures <4 K. Only recently has wafer probing at
such low temperatures become possible.

In this work, we present two advancements. First, we develop a
300-mm cryogenic probing process to collect high-volume data
on spin qubit devices across full wafers. Second, we optimize an
industry-compatible process to fabricate spin qubit devices on Si/SiGe
heterostructures, combining low process variation with alow-disorder
host material. These two advancements are mutually reinforcing: the
development of full-wafer cryogenic test capabilities enables the
optimization of the complex 300-mm fabrication process and the
optimization of the fabrication process improves device reliability to
enable much deeper automated measurements across wafers. As we
will show, together these culminate in the automated probing of single
electronsin spin qubit arrays across 300-mm wafers.

The spin qubit devices studied here are fabricated in Intel’s D1 fac-
tory,in which the company’s CMOS logic processes are developed. The
host material is a Si/Si, ;Ge, ; heterostructure* grown on 300-mm Si
wafers. This structureis chosen to exploit the long-lived coherence of
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contactwith the probe pins to connect devices to measurement electronics at
room temperature. Device pads are 100 x 100 pm?with150-um pitch. ¢, With
thedeviceincontact, awide variety of measurements can be performed to
extractdevice data. d, After repeating this process on many devices across the
wafer, device data can be used for statistical analysis of wafer-scale trends.

electronspinsin Siand their applicability for several qubit encodings®.
Figure 1a shows an optical image of a completed spin qubit wafer. All
patterning is done with optical lithography. The quantum dot gate
patterningis donein asingle pass with extreme ultraviolet lithography,
allowing us to explore gate pitches from 50 to 100 nm. The fabrica-
tion of all device sub-components is based on fundamental industry
techniques of deposition, etch and chemical-mechanical polish®. As
we will demonstrate, thisapproachleads to high yield and low process
variation across the 300-mm wafer.

The cryogenic wafer prober (cryo-prober) we use™>° was manufac-
tured by Bluefors and AEM Afore and was developed in collaboration
with Intel. The cryo-prober can load and cool 300-mm wafers to a
base temperature of 1.0 K at the chuck and an electron temperature
of 1.6 + 0.2 K (see Extended Data Fig. 2) in around 2 h. Figure 1 shows
anoverview of the wafer measurement process. After cooldown, thou-
sands of spin qubit arrays and test structures on the wafer are available
for measurement. An individual device is aligned to the probe pins
using the wafer stage control and a machine vision algorithm. The
waferis broughtinto contact with the probe pinsto electrically connect
device pads to voltage sources and current and voltage detectors at
room temperature. Measurements are taken with these instruments to
extractavariety of metrics, including gate-line resistance, ohmic con-
tactresistance, carrier mobility, gate threshold voltage and transition
voltages in the few-electron regime (see Methods and Extended Data
Fig. 3 for measurements of gate-line resistance and carrier mobility).
These measurements are repeated on many devices across a wafer to
generate wafer-scale statistics. The entire process, from alignment to
device measurement, is fully automated and programmable, speeding
up device data collection by several orders of magnitude compared
with the measurement of singular devices ina cryostat.

To achieve high yield, a combination of processes from industrial
transistor manufacturing is used. A 3D schematic of the gate stack
is shown in Fig. 2a. The quantum dots are defined by a planar archi-
tecture. Active gates, used for controlled accumulation, are defined
inasingle layer. In later devices (discussed below), a second passive
layer for screening/depletionis also integrated®. The gate electrodes
are isolated from the heterostructure by a high-dielectric-constant
composite stack, or ‘high-k stack’, whereas neighbouring gates are
isolated by a ‘spacer’ stack. Complete process optimization involves
many factors; here we highlight two key approaches for improving
device variation and performance: reducing fixed charge in the high-x
stack and optimizing the gate layer architecture. Fixed charge in the
high-k stack can arise as aresult of the materials and conditions of the
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Fig.2|Processoptimizationaided by cryo-prober feedback. a, Schematic of
the gate structureinanoptimized spin qubitarray. Gates designed toaccumulate
charge are coloured yellow, blue and green, whereas gates designed to deplete
charge (screening gates) are coloured red. Scalein the vertical direction is
approximate.b,c, Spin qubit device variationand electrostatics performance
areimproved through optimization of the gate stack. Three versions of the
device fabrication are highlighted. Only the third version includes the lower

depositionitself, as well as through exposure to subsequent processing.
In particular, we find that fixed charge can be reduced in our devices
by limiting the temperature of the spacer process to within the typical
thermal budget for back-end-of-line (BEOL) processing, Tgzo, = 400 °C
(ref. 38). We attribute the reductions in fixed charge to reduced crys-
tallization of the high-k stack at lower temperatures. Figure 2b shows
improvements in flatband voltage variation over 15 wafers, as meas-
ured by gate threshold voltage (V;), or the voltage required to turnon
and off current with a particular gate (see Methods for measurement
details). This plot highlights three distinct versions of the fabrication
flow and includes approximately 4,000 data points for each version.
Across these versions, we observe a marked reduction in median V;
and areduction in V; variation between and within wafers. We attrib-
ute these improvements to the reduction in fixed charge, driven by
improvements to the high-k stack itself (between stacks A and B) and
the reduction in thermal budget of subsequent processing, as well as
to the more consistent confinement provided by the extra screening
gate layer. The barrier-barrier scans shown in Fig. 2c also highlight
improvements in quantum dot confinement, disorder and stability
through each stage of device optimization (see Methods and Extended
DataFig. 7 for more).

After process optimization, we characterize the optimized process
flow with measurements on12-quantum-dot (12QD) devices with 60-nm
gate pitch. Measurements are again fully automated to maximize the
speed and consistency of data collection (see Methods). The 12QD
design consists of a linear array of 12 quantum dots with four oppos-
ing sensor dots isolated by a centre screening gate. An inline scan-
ning electron microscopy image of this device with aschematic of the
measurement configuration is shownin Fig.3b. Quantum dots onboth
the qubitside and the sensor side are defined by three gates each: one
plunger gate to control the electron number on the dot and one barrier
gate on eachside to tune the tunnel coupling to the neighbouring dot
or charge reservoir. The array of 12 quantum dots can be operated as
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screeninglayer shownina.b, Gate V;variationboth withinand between wafers
isimproved after process optimization. Box plots show the median and
interquartile range of each distribution. Whiskers mark the maximumand
minimum values excluding outliers, which are defined as points removed from
themedianby morethan1.5timestheinterquartile range. c, Representative
quantum dot transport measurements are shown for each of the three versions,
withimprovements made to disorder and stability.

physical qubits in a variety of spin encodings, including single spin
qubits® (inal12-qubitarray) or exchange-only qubits*® (in a four-qubit
array). Depending on the spin qubit encoding, an optional micromag-
netlayer canbe added to the device and the centre screening gate can
supply microwave electric fields to control the qubits with electric
dipole spin resonance.

AsinaCMOS logic process,improving qubit yield isanecessary part
of scaling up quantum processors, as larger systems willdepend onan
increasing number of qubit components to function. To analyse the
yield of this fabrication flow, we test 232 12QD devices across a wafer.
We calculate component yield for ohmic contacts, gates, quantum dots
and full 12QD devices. These yield metrics are summarized in Table 1.
Both ohmic contact and gate yield are100%. The large number of gates
tested and working on this wafer (>10,000) highlights the consistency
ofthe gate fabrication process. Quantumdotyield is 99.8%, which fur-
ther emphasizes the reliability of electrostatic gate control. Last, the
fulldeviceyield, including thelinear array of 12 quantum dots and the
four charge sensors, is 96% (see Methods for more details).

Figure 3¢ shows a summary of gate V; values collected on 12QD
devicesacross awafer. The distributions are highly consistent across
the 25-gate array. We also observe a systematic shift in median V; for
the two outermost gates in the array. The symmetry of this effect
suggests that it is electrostatic in nature, owing to the proximity of
the reservoir gates. Although trends such as this might be difficult
to confirm through one-off device testing, they are readily observ-
able with full-wafer statistics. The gate V; distributions also contain
information on process variation. To estimate the random variation
in V; withinindividual devices, we adapt a standard CMOS industry
method of analysing matched-pair V; differences? (see Methods for
details). The resulting matched-pair AV; distribution is plotted in
Fig.3d. The standard deviation of this distribution, reduced by a factor
of v2,is 59 mV, representing the random component of V; variation
within devices.
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The measurements presented so far are all taken in the transport
regime,inwhichdevices are operated as 1D transistors or many-electron
quantum dots. Spin qubit operations typically require tuning the
electron occupancy to one electron per quantum dot. Accessing this
single-electronregime canbe challenging evenfor devices that perform
wellintransport, asreducing the charge number increases sensitivity
to atomistic disorder. To characterize the single-electron regime of
these devices, we perform automated charge-sensing measurements
witheach ofthe12 quantum dotsinthelinear array. A typical measure-
mentis showninFig.4a.Inthis 2D sweep, the horizontal axis is plunger
voltage and the vertical axis is the voltage of both barrier gates* (see
Methods for more details). Charge-sensing scans are taken for all 12
quantum dot sites in the linear array, across 58 die on the wafer, for
atotal of 696 quantum dot sites. Over the 696 scans taken on a wafer
with a50-nmSiGe barrier, we find a91% success rate in observing clear
transitions (as gauged by eye relative to the noise background). This
success rate represents highly consistent device performance and is
primarily limited by the measurement algorithm (see Methods).

For further analysis on the 91% of successful scans on this wafer,
we apply a numerical algorithm to detect transition curves in the 2D
dataand extract the coordinates for the first electron (le) transition®

Table 1| Summary of device component yield across a
representative 300-mm wafer

Component Yield (%) Good count Total count
Ohmics 100 1624 1,624
Gates 100 10,208 10,208
Quantum dots 99.8 3,703 3,712

12QD arrays 96 223 232

Total count indicates the total number of each component tested. Good count indicates the
number of each component found working. Yield is the percentage of the good count out of
the total count for each component.

B2 P3 B3 P4 B4 P5 B5 P6 B6 P7 B7 P8 B8 P9 B9 P10B10P11B11P12B12 A2

Gate

yellow for plunger gates, blue for barrier gates, green for reservoir gates and
red for centre screening gate. Scale bar,100 nm. ¢, Histograms of gate V; values
acrossthe12QD array. Dataare taken from 23212QD devices across a wafer.

d, Histogram of AV calculated between matched gate pairs using the V; dataset
showninc.

(see Methods). We define the ‘1e voltage’ as the plunger voltage position
oftheletransition atthe midpoint of the barrier voltage axis, indicated
by the red star in Fig. 4a. We use the distance between the transition
voltage and the left edge of the scan window to gain high confidence
that these transitions represent the first electron in the quantum dot
(see Methods).

A summary of plunger and barrier voltages at the le transition is
shown in Fig. 4b. These data represent the voltages needed to set the
lecharge state in individual sites of 12QD arrays, sampled across a
300-mm wafer. They cantherefore reveal how process variation trans-
lates to variationin the spin qubit operating point. Improving variation
in spin qubit operating voltage has several benefits. Lower 1le voltage
variation makes for easier automation, as operating voltages are more
predictable. Lower variation can also enable pathways for alleviating the
interconnect bottleneck, as in proposals based on floating memory*?
oronvoltage sharing among spin qubit lines***, For the former, lower
variation canreduce the amount of classical circuitry needed to oper-
ate an array, whereas for the latter, lower variation will allow larger
numbers of qubits to be accurately controlled with shared voltages.

To analyse the variation in 1e transition voltage data, we repeat the
same matched-pair voltage difference analysis as above, taking differ-
encesbetween levoltages for mirrored pairs of plunger gates. Because
thismethod highlights the variation withinindividual devices, it is well
suited to benchmarking the potential of devices for voltage sharing,
in which gate-to-gate variation, as opposed to die-to-die variation, is
most relevant. The resulting distributions of voltage differences are
shown in Fig. 4c,d for two wafers. The random variation in 1e voltage
extracted from wafers with 30-nm and 50-nm SiGe barriers are 61 mV
and 63 mV, respectively. Both of these values are close to the random
variationingate V; (59 mV), suggesting that the random variation of a
transistor-like metric (gate V;) ismatched by the random variation of a
quantummetric (1evoltage). We also observe strong correlation (cor-
relation coefficient p > 0.9) between V,,and V; datasets (see Extended
DataFig. 6a). Altogether, thisimplies that these devices are not subject
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Fig.4|Single-electron voltage statistics from12QD arrays. a, Example
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transitions in the quantum dot. The red star marks where the single-electron
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indicates where the voltage difference between the plunger and barrier gatesis
extracted. Dashed linesbound regions of extreme tunnel rate () (see Methods).
b, Histograms of le plunger and barrier voltages across the12QD array. Dataare

to substantially increased disorder at the single-electron regime com-
pared with the many-electron regime. Also, although the 1le voltage
variationis nearly the same between the two wafers, this variation can
bebetter compared through theratio of 1e voltage variationandle-2e
addition voltage (Fig. 4e-f). This ratio effectively converts voltage
variation to units of electron number and can be a useful benchmark
for voltage-sharing applications®. These ratios are (1.0 + 0.1)e and
(0.80 +0.08)efor the30-nmand 50-nm barrier wafers, respectively. The
observation that the wafer with a deeper quantum well has a reduced
ratio of this kind suggests that the 1e voltage variation is dominated
bysourcesinthe gate stack above the heterostructure. These sources
could include charge defects (for example, interface traps or fixed
charge in the oxide), gate-line edge roughness, gate work function
variation, oxide thickness variation or some combination. These pos-
sible sources of variation all have analogies in the transistor field and
could be improved by borrowing similar strategies; for example, the
impact of oxide charge defects could be reduced by decreasing the
oxide thickness between the heterostructure and the gate®. Measure-
ments of carrier mobility on wafers with 30-nmand 50-nm SiGe barriers
also show that samples with shallower quantum wells are subject to
increased remote charge scattering (see Methods and Extended Data
Fig. 3), suggesting that gains can be made by further reducing fixed
chargein our high-«k stack.

The charge-sensing data can also be used to benchmark the compat-
ibility of these devices with voltage-sharing protocols****. One basic
requirement for such schemes could be that all quantum dots in an
array be tuned to the same electron number using the same voltage.
Fromtheleand2evoltages obtained here, we estimate that a median of
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taken from a wafer with a50-nm SiGe barrier. ¢,d, Histograms of 1e plunger
voltage differences calculated between matched gate pairs on awafer with
30-nm (c) and 50-nm (d) SiGe barriers. e,f, Histograms of le-2e addition voltage
taken onawafer with30-nm (e) and 50-nm (f) SiGe barriers. The uncertainties
shownare standard deviations. g,h, Histograms of voltage difference between
plunger and barrier gates at the letransition taken on a wafer with 30-nm (g)
and 50-nm (h) barriers. a.u., arbitrary units.

63% of quantum dots per 12QD device could be set to n = 1ewitha com-
mon voltage (see Methods for more detail and Extended Data Fig. 5).
Although this result is still far from the level of uniformity needed to
tune an ensemble of spin qubits to their operating point with shared
voltages, the 1e voltage variation results in Fig. 4 highlight the device
metrics that must be further improved for voltage-sharing protocols
to be feasible in large spin qubit processors.

Tofurther assess variation at the single-electron regime, we calculate
the standard deviation of the difference between plunger and barrier
voltages at the cutoff point of the le transition line?*. Using the datasets
(see Fig. 4g,h) from the wafer with a 30-nm (50-nm) SiGe barrier, we
calculate a standard deviation of 0.12V (0.13 V), in agreement with
the values reported in ref. 24 for six-dot devices with high exchange
qubit fidelity®. This further confirms that the devices studied here can
achieve low levels of disorder at the single-electron regime while being
fabricated with a high-yield 300-mm process.

We also find that devices from these wafers perform well when oper-
ated as spin qubits (see Extended Data Fig.1). Across many devices and
wafers, we measure, on average, coherence times of 75=0.6 ps (5 ps)
and T5M° =98 s (205 ps) for MSi (3Si) quantum wells, limited by
(residual) nuclear spins. In a *®Si device, we also demonstrate high
single-qubit Clifford fidelities of about 99.9%, on par with leading
resultsacross the field. Furthermore, we find that the high electrostatic
reliability demonstrated here allows us to efficiently gather data on
many qubits towards studies of variability. The high device yield com-
bined with cryo-prober testing enables a straightforward path from
device fabrication to the study of spin qubits, eliminating failures owing
toyield orelectrostatics at the dilution refrigerator stage. Thankstoa



low-disorder host material (Si/SiGe), an all CMOS-industry-compatible
fabrication process with low process variation and a high-volume
cryogenic testing method, we achieve a large and extensible unit cell
of upto12 qubits. Although future work at mK temperatures willinvolve
expanding operation of this unit cell, high-volume testing with the
cryo-prober will continue to enable process optimization to reduce
variationand disorder, as well as more advanced performance screen-
ing (such as charge noise, interdot coupling and le transition disorder)
toidentify the leading-edge test chips for quantum computing appli-
cations. Altogether, these results set a new standard for the scale and
reliability of spin qubit devices today and pave the way for much larger
and more complex spin qubit arrays of the future.
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Methods

Electron temperature measurement

Electron temperature in the cryo-prober is measured from a charge-
stability diagram, using a transition line that is tuned to avoid tunnel
rate broadening. This stability diagram is shown in Extended Data
Fig.2a. A1D measurement of the transition lineis then taken to extract
the width of the transition line. The lock-in data are integrated with
respect to swept voltage and subtracted by a linear background. The
resulting data are then fit to the model for a temperature-broadened
charge-sensor transition* to extract an electron temperature of
1.6 + 0.2 K. The processed dataand theoretical fit are shown in Extended
DataFig. 2b. The uncertainty is estimated from the uncertainty of the
leverarm (0.08 + 0.01), whichis measured from bias triangles. We attrib-
ute the relatively large offset between the electron temperature and
the base temperature of the stage to two possible limiting factors: a
lack of filtering on the DC wiring and thermal resistance between the
wafer and the chuck. Improvementsto the electron temperature could
be madeby addinglow-passfilters to the wiring to provide better ther-
malization of the probes and/or by decreasing the thermal resistance
between the wafer and the chuck.

Test structure investigation

Themask set used in this work produces many different device types on
eachwafer, including fully integrated spin qubit arrays and test struc-
tures. These test structures are designed to emulate sub-components
ofthe complete devices and aid inboth troubleshooting and targeting
specific processes within the fabrication flow. All structures have the
same pad design (100 x 100 pm?in size with 150-pm pitch) to match the
probe pinarray (see Extended DataFig. 3a,b), allowing many different
structures to be measured in situ. Switching among device types simply
requires changesin software or minor changes at the electronics rack.
The performance of all these structures is improved through process
optimization, guided by feedback from the cryo-prober. The follow-
ing sections focus on two such test structures: gate-line resistance
structures and Hall bars.

Gate-line resistance measurements. The DC gate-line resistance,
including both gate and interconnect layer, is an important factor in
RF (approximately 0.1-20 GHz) signal delivery during qubit control.
Improvements in gate-line resistance across several wafers are shown
inExtended DataFig.3c. Here gate-lineresistance is reduced through
optimization of the gate fabrication process with normal-conducting
materials and through the introduction of superconducting materi-
als to the stack. Validating the superconducting process in particular
is made possible by the 1.6-K base temperature of the cryo-prober.
For the fully normal-conducting wafers, improvements come from
increasing the cross-sectional area at the smallest bottleneck of the
gateline. Ofthe partially superconducting wafers, the first wafer (with
medianresistance of around 78 Q) includes superconducting materials
inthe gate layer but still has anormal-conducting interconnect layer.
The second wafer (with a median resistance of about 6 Q) includes
superconducting materials in both gate and interconnect layers. We
note that these measurements are taken using two-point resistance
test structures and include awiring resistance of about 30 Q, whichiis
subtracted from the plotted data. The small remaining resistance in
the metal stack with both layers superconducting could be because
of the uncertainty in the wiring and probing resistance or to the via
between gate and interconnect layers remaining normal-conducting
(see Supplementary Information for more characterization of the su-
perconducting layers).

Carrier mobility measurements. Carrier mobility is an important
metric for spin qubits. In the case of Si/SiGe devices, electron mobility
isadirect measure of the quality of the Si quantum wellin which qubits

are defined and provides a target for optimizing the heterostructure
growthrecipe. Although a magneticfield is needed to measure mobility
most accurately, we can use cryo-prober measurements to generatea
reasonable estimate to compare the quantum well quality of different
wafers.

Carrier mobility is estimated from measurements of channel resist-
anceinfour-probe Hall bar devices at zero magnetic field. Aschematic
of the measurement configuration is shown in Extended Data Fig. 3b.
Each device has six ohmic contacts, enabling two separate channel
resistance (and mobility) measurements per device. The mobility cal-
culation depends on knowing the carrier density, sowe approximatea
fixed carrier density (4 x 10" cm™) by measuring the device threshold
voltage (V;) and setting the gate voltageto V; + AV, inwhich AV=eAn/c,,
eisthe electroncharge, Anis the approximated carrier density and ¢,
isthe estimated gate capacitance per areabased on transmission elec-
tron microscopy imaging of the gate stack. With this method, further
uncertainty comes from the unknown threshold density (n,) at which
the devicefirst showsathreshold current, so approximating n = An will
lead to asystematic overestimate of mobility by a factor of (1+ n/An).
From measurements in a conventional cryostat with magnetic field
control, we estimate a typical threshold density tobe n,~ 1.5 x 10" cm™?,
suggesting that actual mobilities are about 30% less than the estimates
generated in this way.

Using this estimation method, we observe improvements in mobility
distributions across several wafers, as shownin Extended Data Fig. 3d.
Allwafers shown have the same quantum well thickness of about 5 nm.
We attribute the mobility improvements to two changes: increasing
the SiGe barrier thickness (from 30 nm to 50 nm), thereby reducing
remote scattering from charge centres in the gate stack, and improv-
ing the quantum well growth recipeitself (‘QW A’ to ‘QW B’) to reduce
background oxygen concentration. For the highest-mobility process,
we also observe asimilar mobility distribution before and after isotopic
purification of the quantum well to *Si, confirming that epitaxial qual-
ity is maintained with the purified growth precursor.

To further understand these observations, we select two samples
with the QW B process (one with a 30-nm SiGe barrier and one with
a50-nm SiGe barrier) and perform measurements in a conventional
cryostat withmagnetic field control (Quantum Design PPMS DynaCool)
atatemperature of 1.7 K. These measurements are shown in Extended
DataFig. 3e. Here we confirm the observation from the cryo-prober
measurements that samples with the deeper quantumwell have higher
mobility. We also find that the absolute values of mobility are about
30% less than the estimates from the cryo-prober, confirming the
expected systematic offset. The two samples also show a difference
in the dependence of mobility on carrier density in the high-density
regime (approximately 5 x 10" cm™). These different trends suggest
different mobility-limiting mechanisms: remote scatteringin the case of
the 30-nm SiGe barrier and scatteringin or near the quantumwellin the
case of the 50-nm SiGe barrier*. Overall, these measurements confirm
that estimated mobility distributions obtained with the cryo-prober are
useful for detecting substantial changes in carrier mobility resulting
from heterostructure changes.

We note that, in these datasets, all wafers contain a fraction of devices
(10-30%) withgreatly reduced mobility, as canbe seen in Extended Data
Fig. 3d. This statistical phenomenon is confirmed with conventional
Hall measurements and isnot an artefact of the measurement method.
By measuring mobility on both halves of devices, we also observe that
this mobility degradation can be limited to a single half of the device,
suggesting that it arises froma discrete defect mode, such as pile-ups
of misfit dislocations*. By overlaying the Hall bar outline on amap of
such defect pile-ups, we estimate that roughly 25% of Hall bars could be
bisected by such defects, roughly matching the observed frequency of
mobility degradation. We expect that the bimodal distribution of mobil-
ityisalsorelated to the size of the Hall bars (6 pmin width), which could
allow asingle defect pile-up to have an outsized effect on the mobility



extracted from a single device half. The comparatively high yield of
12QD arrays on these wafers could be explained by the much smaller
size of those arrays (at least two orders of magnitude), making them
much less likely to overlap these defects. By the same reasoning, we
expect thatlarger Hall bars fabricated on the same wafers would overlap
more of these defects, averaging out the impact of individual defects
and possibly resulting in a more unimodal distribution of mobility.

Automated device measurements

Afteradeviceis contacted with the probes, each current channelin the
device (including the qubit channel and the four charge-sensor chan-
nels) is turned on with all gates over that channel at the same voltage.
Oncethe V;of each channelis recorded, the gates of each channel are
set to a fixed voltage relative to the channel V.. The qubit channel is
thenisolated from the sensor channels by reducing the centre screen-
ing gate voltage until the cross-conductance between channels drops
to zero (within the noise floor). The voltage of individual gates is then
fine-tuned to setaroughly uniform carrier density across the channel.
This is done through an iterative process in which the transconduct-
ance of each gate is sampled and the voltage on that gate is increased
(decreased) if the transconductance is above (below) a threshold
value. These transconductance thresholds are calculated relative to
the absolute value of device current (/,) and are set at 0.5/, AV'and
2.0/, A V*for thelowand high thresholds, respectively. This effectively
sets the voltages of all gates so that they are at roughly the same point
ontheir pinch-off curves relative to their V. The V; datafor all gates are
extracted from pinch-off curves taken withasource-drainbias of 1mV.
V;isidentified using the constant-current method*® with a constant
currentof 1 nA. This currentis chosen to be well above the offset of the
current preamplifiers (<100 pA). The sweep range for the pinch-off
curvesisset fromwell below zero (-0.5 V) to the accumulated voltage
ofthe gate after fine-tuning, ensuring that the scanrange includes the
pinch-off point despite variation in V; from gate to gate.

Thevoltages needed to tune up aquantum dotat each site are identi-
fied by setting each plunger gate to afixed voltage relative toits V;and
varying the barrier gate voltages about their individual V; valuesina
2D sweep (abarrier-barrier scan). Aphenomenological 2D functionis
fitted to these datato extract the corner point, which—combined with
the plunger voltage—is used to define the ‘tune-up’ parameters for the
quantum dot site. Defining the barrier sweep range based on the V;
values of the gates ensures that the scan window is positioned toinclude
this tune-up point despite variation in its location from gate to gate.

The charge-sensing measurements shown in Fig. 4 are taken with
one quantum dot tuned up at a time on the qubit side. The closest
chargesensor to that quantumdotisalso tuned up, and neighbouring
charge sensor dots are pinched off with their respective plunger gates.
Changes in electron number are detected using a lock-in technique.
A modulation voltage of 3 mV (root mean square) at a frequency of
approximately 1 kHzis applied to the screening gate on the qubit side
and the current through the charge sensor is read out with alock-in
amplifier at a sample time of 10 ms. To generate the charge-sensing
measurement, the plunger voltage is swept at a fixed range relative to
its V1, and the two barrier gate voltages are stepped simultaneously.
The barrier gates are stepped over the same voltage interval but with
different voltage values. The step values of each barrier gate are defined
relative to the individual ‘tune-up’ voltage of that gate extracted from
the barrier-barrier scan. In the example shown in Fig. 4a, the barrier
voltage range shown on the vertical axis is the voltage of the left bar-
rier gate. The sweep range is chosen to take each quantum dot from
zero-electron to several-electron occupation along the plunger axis
and from low tunnel rate (I < 1kHz) to high tunnel rate (/> 1 GHz)
along the barrier axis. Transition lines disappear at the bottom of the
scanwindow, at which the tunnel rate falls below two times the lock-in
frequency (roughly 1kHz), and at the top of the scan window, at which
thelines become broadened by tunnel coupling energy. For wafer-level

maps of the charge-sensing measurements used to collect the le voltage
datasummarized in Fig. 4, see Extended Data Figs. 8 and 9.

Automated charge-sensing measurements can also be taken on dou-
ble quantum dots. The three barrier gates that define each double
quantum dot are first set to a fixed voltage relative to their individual
Vrvalues. The plunger gate voltages for each dot are then swept to
generate a 2D charge-stability diagram. Although these scans are not
analysed quantitatively in this work, a demonstration of this type of
measurement can be seen in Extended Data Fig. 10.

We note that the overall device measurement rate is predominately
set by the speed of measurement hardware. Notable gains can there-
fore be made by implementing faster hardware (for example, arbi-
trary waveform generators) and higher-bandwidth amplification (for
example, cryogenic amplifiers*’) without any further changes to the
tune-up procedure.

Threshold voltage measurements

The V;datashowninFig.2bare collected using the procedure described
inMethods on automated device measurements. The datasummarized
in Fig. 2b contain a combination of V; data from plunger and barrier
gates onboth the qubit and the charge sensor sides of devices. For the
earlier versions of devices (first ten wafers shown), dataare taken froma
combination of three-quantum-dot and12QD arrays. For the optimized
version (last five wafers shown), all data are taken from 12QD arrays.

Barrier-barrier scans

To qualitatively characterize quantumdot confinementinour devices, a
measurementreferred toasabarrier-barrier scanis used. Thisinvolves
a2D sweep of the barrier gate voltages that define each quantum dot
while measuring the transport current through the quantum dot. Cur-
rent oscillations in these scans indicate the formation of a quantum
dot between the two barrier gates, as transport between source and
drain becomes dominated by Coulomb blockade®. Figure 2c shows
examples of these measurements from each of the three fabrication
versions featured in Fig. 2b. The first two versions show substantial
disorder and/or instability in these measurements. By comparison, the
optimized process, incorporating reductions in fixed charge and the
extrascreening gate layer, leads to clean confinement with the barrier
gates and stable current throughout the length of the scan. Extended
Data Fig. 7 shows more examples of these scans taken across wafers
with each of the three versions of fabrication.

Yield analysis
The measurements of yield summarizedin Table 1are taken froma total
0f23212QD devices, spanning 58 die across the wafer and including
four nominally identical devices per die. We exclude the outermost
ring of die at the edge of the wafer as these are not targeted in all steps
of fabrication. The component yield metrics are calculated using the
following definitions. Ohmic contactyield is defined as the fraction of
contacts through which current in the Si quantum well can be linearly
controlled. Gateyield is defined as the fraction of gates that can be used
toturnonand pinch offtheir respective current channel. Quantum dot
yield is defined as the fraction of quantum dot sites at which a viable
quantum dot tune-up point can be identified from barrier-barrier
scans. Failure to identify this tune-up point is determined by the fit-
ting procedure failing to converge and therefore not outputting any
barrier voltage values. This occurs when the data fail to conform to
the phenomenological model of a ‘corner point’, at which currentis
pinched off simultaneously by both gates. For the data used here to
calculate yield, we also examine all instances of failed fits by eye to
confirmthattheyare nottheresultof anerrorinthefitting procedure.
Last, full device yield is defined as the fraction of devices for which all
sub-components (all ohmic contacts, gates and quantum dots) yield.
Out of 3,712 quantum dot sites tested and summarized in Table 1,
the nine that fail to tune up are also observed to have anomalously
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low pinch-off voltage (<0.2 V) on at least one of the three gates defin-
ing that quantum dot. These nine sites are also confined to the charge
sensor side, at which gate geometry is most complex. This indicates
that this small number of non-yielding quantum dots is because of the
processing of the 0.3% most marginal gates as opposed to, for example,
quantum well defects. We attribute these edge cases on the charge
sensor side to a known failure mode in the gate lithography process.
We note that the paths to improving the robustness of this process to
fix these extreme outlier cases are well understood.

Matched-pair voltage difference analysis

Whenworking with distributions of gate parameters such as threshold
voltage (V;) or 1-electron voltage (V,.), there are a variety of possible
methods for analysing variation. The simplest is the standard devia-
tion of each gate voltage distribution. For the 25 plunger and barrier
gate distributions shown in Fig. 3¢, this standard deviation ranges
from 63 to 89 mV. This standard deviation incorporates all causes of
cross-wafer variation, including both random effects and systematic
cross-wafer phenomena arising from processes such as deposition
and etch. As ameasure of individual device performance, we focus
our attention on the random component of this variation, which
leads to variation (of V; or V,,) within the length scale of individual
devices. To estimate this random component of variation, we adapt
astandard CMOS industry method of analysing matched-pair voltage
differences®. The standard approach for transistor devices is to take
the difference between V; values (AV;) of neighbouring devices to
compare gates that are as close together as possible. For quantum dot
devices, which have a more complex, multigate structure, there are
several ways that the matched-pair method can be adapted. Simply
taking the difference between nearest-neighbour gate pairs within
the array minimizes the distance between matched pairs but comes
with the drawback of introducing systematic effects of gate geom-
etry. Because different gates along the array are subject to different
cross-capacitances fromtheir surrounding environment, systematic
differencesin V;canbe present within the array that can appearin the
resulting matched-pair AV  distributions. Such systematic effects are
seen clearly in Fig. 3¢, in which gates nearest to the edge of the array
tend to have lower V; owing to their different capacitive environ-
ment. To factor out these effects of geometry, we choose to perform
the matched-pair variation analysis using mirror-symmetric pairs
rather than nearest-neighbour pairs. This ensures that both gates in
every pair are subject to nominally the same capacitive environment,
owing to the mirror symmetry of the array. Using this approach, we
combine theraw AV;datainto one distribution and extract the stand-
ard deviation. This resulting metric, reduced by a factor of v2, repre-
sents random variation within the length scale of anindividual device,
excluding aforementioned systematic sources of die-to-die variation
as well as the systematic voltage offsets owing to cross-capacitance
changes at the edges of the array. The matched-pair distributions
that result from this analysis are shown in Figs. 3d and 4c,d for V;
and V,,, respectively.

Asacheck of our approach using mirror-symmetric matched pairs,
we take the V,.dataset from the wafer with a 50-nm SiGe barrier (shown
in Fig. 4b) and generate matched-pair AV, distributions using both
mirror-symmetric pairs and nearest-neighbour pairs. For each method,
the median values of all gate pair distributions are plotted in Extended
Data6b,c.Ingeneral, median values near zeroindicate that the method
is capturing random variation, whereas median values farther from
zero indicate that systematic sources of variation are also playing
arole. The distributions generated from nearest-neighbour pairs
include median values that are clearly larger than those generated
from mirror-symmetric pairs: the largest absolute value median gener-
ated from nearest-neighbour (mirror-symmetric) pairs is 89 (48) mV.
In the case of nearest-neighbour pairs, this is driven by systematic
effects of gate position, as evidenced by the antisymmetric trend of

median value as a function of pair position visible in Extended Data
Fig. 6¢c. When gate pair distributions are combined for both methods,
we also find that the nearest-neighbour pair method gives rise to a
larger matched-pair standard deviation compared with the method
of mirror-symmetric pairs (68 mV compared with 63 mV), asshownin
Extended DataFig. 6d,e. This confirms that the matched-pair variation
in the case of nearest-neighbour pairs is being inflated by systematic
geometric effects and that the result from using mirror-symmetric
pairs is closer to the intrinsic random variation we intend to capture.
Altogether, these findings suggest that the use of mirror-symmetric
pairsissuperior to the use of nearest-neighbour pairs when extending
the matched-pair variation analysis method to the case of multigate
quantum dot arrays.

We note that this approach of using mirror-symmetric pairs may need
toberevised as quantum dot arrays become much larger, asincreased
separation between gate pairs could lead to the systematic components
of variation being incorporated into the analysis. In this case, plots of
median AV,.asafunction of gate pair such asthose shownin Extended
Data Fig. 6b will serve as a useful check for whether or not systematic
effectsarestarting to contribute. The 12QD arrays studied here are still
of asize at which the mirror-symmetric method s valid, as confirmed by
the medianvalues found in Extended Data Fig. 6b, as well as the finding
that all gate pairs within the array can be well approximated as having
the same correlation coefficient (see Supplementary Information).
Futurelarger arrays could be handled by limiting the mirror-symmetric
pair method to apply only within repeating unit cells of the array, in
which each unit cell is of a similar size to the 12QD arrays studied here
(approximately 1 pum).

Charge-sensing success rate

The charge-sensing success rate (91%) reported in the main text
depends on several factors: the relevant sensor quantum dot must
yield, the sensing signal must be high enough relative to background
noise to resolve transitions and the charge sensor must remain stable
throughout the length of the scan. We attribute the success rate to
be mainly limited by factors related to the measurement algorithm:
the automated tuning of the charge sensor and instances of charge
sensor instability occurring during the scan. Even in cases in which
both quantum dots (sensor dot and sensed dot) yield, the automated
charge sensor tune-up procedure can lead to insufficient signal rela-
tive to background noise. Signal can also be degraded by drift of the
charge sensor tuning over the timescale of the measurement (several
minutes). We expect that the success rate can therefore be improved
with amore sophisticated measurementalgorithm, such asby adding
further sweeps of charge sensor gate voltages to optimize sensitivity
orbyincorporating active feedback intothe measurementloop to ana-
lyse data quality*' and retake measurements after charge sensor shifts
occur. We expect that the successrate can also beimproved by reducing
electron temperature, which willincrease charge sensor sensitivity and
will possibly improve charge offset stability® through deactivation of
two-level fluctuators®.

Charge-sensing transition curve analysis

Transition line coordinates are extracted from charge-sensing meas-
urements using the following procedure. The raw lock-in amplifier
dataarefirst filtered with afirst-order Gaussian filter to remove slowly
varying features. A maximum filter is then used to identify features
of high signal in the pre-filtered data. An algorithm is then used to
convert the set of ‘maximum points’ into a set of ‘curve segments’.
Curve segments are found by searching for groupings of maximum
points that satisfy the following criteria: each pointin the curve seg-
ment must be the closest maximum point to its nearest neighbour;
the slope between each pair of neighbouring points must be withina
target window; and the set of points must span a minimum specified
‘length’ in the vertical direction. Overlapping curve segments are



thenmerged into transition curves. Transition curves are then further
filtered to remove outlier curves and ordered by their coordinate
means. The first and second transition curves generated from this
algorithm are identified with the 1-electron and 2-electron transi-
tions, respectively. An example of the entire sequence is shown in
Extended Data Fig. 4. The ‘1e (2e) voltage’ is defined as the plunger
voltage at which the 1e (2e) transition line crosses the midpoint of
thebarrier voltage axis. This point corresponds to both barrier gates
being tuned to their respective ‘tune-up’ points extracted from the
barrier-barrier scans. Thele-2e addition voltage is calculated as the
difference between these voltages. We note that, in some cases (15%),
thele(2e) transition in the scan window does not cross the midpoint
of the barrier voltage axis, in which case no 1e (2e) transition voltage
isextracted from that scan.

Impact of tuning the barrier voltages on 1e voltage variation

The analysis of variation in matched-pair le voltage differences (AV,,)
presented in the main text reports the variation in voltage of a single
gate voltage (the plunger gate) per quantum dot, analogous to how
the analysis is performed for transistors. Given that the gate layout
of quantum dot arrays is more complex than a typical transistor, it is
important to consider the effect of cross-capacitance from other gates
on the extracted AV,, variation. In particular, the barrier gates that
surround each quantum dot can have high cross-capacitance relative
to the plunger gate (as can be seen in Fig. 4a).

We perform further analysis and measurements to quantify the
impact oftuning the barrier voltages (as opposed to using fixed barrier
voltages) on extracted metrics of le voltage variation (see Supplemen-
tary Information for complete analysis). These resultsinclude two main
conclusions. First, we find that tuning the barrier voltages can reduce
the absolute standard deviation of 1e voltage distributions (a(V,,)) in
the presence of device-level correlations between barrier and plunger
voltage offsets. Second, we find that tuning the barrier voltages does
not reduce the standard deviation of matched-pair AV, distribution
(0(AV,,)), the main variation metric in this work, owing to this metric
factoring out the effects of device-level correlations. In fact, this metric
of variationtendstoincrease when tuning the barrier voltages, owing to
the coupling of uncorrelated voltage offsets on barrier gates to plunger
voltage values through cross-capacitance. Thisincreaseis greater for
devices with larger amounts of cross-capacitance. In cases of notable
cross-capacitance, such as devices studied here with a 50-nm SiGe
barrier (about 55% between nearest neighbours), this increase can
be about 20%. We note that, between the wafers studied in Fig. 4c,d,
cross-capacitanceis greater for the wafer with a 50-nmSiGe barrier than
itis for the wafer witha30-nm SiGe barrier, meaning that this effect of
increasing a(AV,,) throughbarrier tuningis also stronger for the former
wafer. This effect therefore does not change the conclusion presented
in the main text that the impact of voltage variation is reduced in the
wafer with the deeper quantum well.

In general, although fixing barrier voltages could make for more
precise comparison between AV, distributions from wafers with dif*-
ferent amounts of cross-capacitance, there are also benefits to tuning
the barriers before measurement. Using fine-tuned barrier voltages
results in a higher success rate in identifying the le transition in the
charge-sensing scan window. In our tests, approximately 20% fewer
matched pairs are obtained for analysis in a ‘barriers fixed” dataset
compared with a ‘barriers fine-tuned’ dataset (see Supplementary
Information). Tuning the barrier voltages is therefore a benefit for
collectinglarge and representative datasets through automated meas-
urements. Also, if barrier voltage variationis high, there is some risk of
sample bias when using fixed barriers, as quantum dots with the highest
barrier voltage offsets may result in 1le transitions being missed in the
automated measurements and therefore not counted. For these rea-
sons, we have maintained using tuned barrier voltages as our standard
method for collecting V,, statistics.

letransition validation

Tovalidatethat the levoltages we report are actually the first electron
in the quantum dot, we extract the margin between the le transition
voltage and the left edge of the scan window and compare it with the
distribution of addition voltages between the 1e and 2e transitions.
To have high confidence that the first transition represents the first
electron, we require this ‘scan margin’ be greater than two times the
typical addition voltage. For the 50-nm SiGe barrier wafer characterized
inFig.4b, 98% of 1e voltage data points have ascan margin value above
this threshold, giving us high confidence that the le transition data
summarized in Fig. 4b is actually single-electron data. See Extended
DataFig. 4f,g for histograms of the 1e-2e addition voltage and 1e scan
margin data from this wafer.

Voltage-sharing analysis

To estimate the proportion of quantum dots in each 12QD device that
could be set to single-electron occupation with shared voltages, we
analyse the 1e and 2e voltage data from the 50-nm SiGe barrier wafer
and search for acommon voltage that best divides the 1e and 2e volt-
age distributions for each 12QD device. In this scheme, any 1e voltage
value above the common voltage (V_ommon) COrresponds to n=0e and
any 2evoltage value below V,,mon COrresponds to n > 2e. The remaining
instances correspond to quantum dots tuned ton =1e.For each device,
the optimal Vo mon is found by minimizing the number of instances in
whichn=0eorn>2e.Extended DataFig. 5 shows a histogram of leand
2evoltage data points shifted relative to their assigned device-specific
V.ommon Value. A scatter plot also shows the proportion of quantum dots
ineach category of electron number for all12QD devices. The median
success rate for tuning dots ton = leis 63%.

We note that the data used in this analysis come from measurements
of quantum dots tuned one at a time and that this method does not
take into account the individualized set points of other gates in the
array during measurements. We do not expect that tuning the barrier
voltages resultsin an overestimate of the percentage of quantum dots
tunabletole, because we observe that the variation of matched-pairle
voltage differences increases rather than decreases when the barrier
voltages are tuned, owing to the factoring out of device-level correla-
tion effects (see Supplementary Information). Similarly, this method
of estimating the success rate of voltage sharing is also a measure of
the variation withinadevice, in this case done by comparingindividual
le and 2e voltages to acommon device-level voltage. Therefore, this
method can be expected to factor out the impact of device-level cor-
relations and, for the same reason as the matched-pair case, tuning
the barrier gates will—if anything—slightly increase the 1le variation
observed for the plunger gates. Overall, we find that it is beneficial to
performthe analysis after fine-tuning the barriers because that process
canincrease the proportion of 1e data successfully obtained from a
set of devices and therefore give a more representative sample of 1e
voltages for analysis.

Furthermore, we note that this success rate, or the fraction of quan-
tumdotsinanarray that canbe tunedto n =1leusinga common voltage,
candepend onboth thesize of the array and the method for choosing
V.ommon- The dependence on array size can be considered to have two
limits. In the limit of an array with a number of quantum dots N=1, a
success rate of 100% is guaranteed. In the ‘large array limit’, in which
Vi.and V,,datafrom each device canbe well approximated by anormal
distribution, the fraction of quantum dotsinanarray that can be tuned
to n =1e using acommon voltage can be estimated by assuming that
each ‘failure’results fromeachinstance of a V,, (V,,) value being above
(below) the mean by more than half the addition voltage. The success
rate can then be described by:

B ~Viadd
1 zm[ﬁO(AVk)]’ 1)
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inwhich @is the cumulative distribution function of the standard nor-
maldistribution, V,4, is the addition voltage and o(AV,,) is the standard
deviation of matched-pair V,, differences. In the range of ‘intermedi-
ate’ array size, the success rate will decrease from 100% to this limit-
ing value, but the rate of its decrease will depend on the particular
method of choosing the value of V,,mon- TO better understand this
intermediate range, we simulate the success rate as afunction of array
size for two different methods of choosing V., mon- The first method is
that described above and shown in Extended Data Fig. 5a,b, in which
Vommon 1S Optimized to give the maximum number of n = 1le successes.
The second method naively sets V. mon t0 the mean of the combined
V. and V,, data for each device. We first simulate devices that reflect
the experimental results from the wafer with a 50-nm SiGe barrier;
we generate V,,and V,, data from a random normal distribution with
astandard deviation equal to the measured o(AV,.)/v2 and use the
average measured V,4, from that wafer. Extended Data Fig. 5c shows the
results of simulated success rate as a function of array size, taking an
average over 10,000 simulated devices at each array size. We find that
the success rate of both methods decreases as afunction of array size,
saturating at the expected fraction based onanormal distribution. We
also find that using the method in which V,,,,m.nis Optimized can boost
the success rate over amuch larger range in array sizes compared with
the simpler method based on the mean, only saturating at the large
array limitaround N=1,000. We interpret this difference as an effect of
sampling noise, in which—for intermediate array sizes (VN <1,000)—the
distribution of V;, data departs from the ideal normal distribution, so
optimizing V,,mmon fOr the sampled distribution of each device can
outperform the method of simply setting V., mmon from the mean. We
also note good agreement between these simulated results and the
results of both methods being applied to the measured data (marked
as starsin Extended Data Fig. 5c).

Although these findings show that our reported success rate (63%)
will tend to decrease as a function of array size, they also reveal how
intermediate gains can be made by choosing an optimal V.0 Value
for each array. As arrays become much larger (N >1,000), one way to
preserve this benefit would be to assign different V,,,mon Values to
different unit cells of the array, in which each unit cell could contain
N<1,000 quantum dots. This approach would also mitigate the chal-
lenge of voltage variation across an array increasing as the array size
increases. We also note that substantial gains can be made evenin the
large array limit through improvements in V,, variation. For example,
decreasing o(AV,,) by a factor of four while keeping V,,, fixed would
lead to anexpected success rate of around 99%, evenin the large array
limit (see Extended Data Fig. 5d).

Qubit measurement setup

The qubit measurements are performed in Bluefors XLD dry dilution
refrigerators with abase temperature of 10 mK. Each sample is mounted
and wirebonded onto acustom printed circuitboard (PCB) and placed
onacoldfingerthatsitsinthe middle of the bore of asuperconducting
magnet. DC voltages from battery-powered voltage digital-to-analogue
converters (QuTech SPIRack) are applied to each gate electrode of the
device. The signals are routed to the sample PCB using twisted-pair
cables and pass through RC filters that are also thermalized on the cold
finger. AC and MW signals are delivered to the sample PCB through
coax cables with attenuators from room temperature to mK totalling
between 21and 28 dB. ACsignals are applied to the plunger and barrier
gates of the devices by adding them to the DC signals using RC bias
tees (R =1MQ, C=100 nF) on the sample PCB. The microwave signal is
addedtothe DCsignalfor the centre screening gate using an LC bias tee
(L=1.7nH, C=1pF), also onthe sample PCB. AC signals are generated
using arbitrary waveform generators (Zurich Instruments HDAWGS
and custom DDS-based arbitrary waveform generators). MW signals
are generated using[/Q modulation of either aKeysight E8267D or R&S
SGS100A vector microwave source.

The charge sensoris measured using an AC coupled dual-stage SiGe
heterojunction bipolar transistor (HBT) amplifier** on the sample
PCB board. The design of the dual-stage amplifier is similar to other
high-electron-mobility transistor-based amplifiers®. A stimulus volt-
ageis applied to one of the ohmics of the charge sensor by means of a
bias tee, generating an AC current through the charge sensor that gets
amplified by the dual-stage amplifier. The small distance between the
device and the base of the HBT in the first stage of the amplifier leads to
alow parasitic capacitance, enabling bandwidths >1 MHz. The amplified
current signal is demodulated at room temperature using the Zurich
Instruments MFLI lock-in amplifier. In this setup, we achieve electron
temperatures between 100 and 200 mK, dependent on the stimulus
amplitude and bias applied to the emitter of the HBTs.

Qubit readout and initialization

Inthe qubit measurements shownin Extended DataFig. 1, two methods
are used for readout and initialization. The first method is Elzerman
readout®®, whichinvolves spin-selective tunnelling of the qubit electron
to a nearby reservoir. To perform this readout, the Fermi level of the
reservoir is aligned between the spin-up and spin-down state, split by
the Zeeman energy. If the electron is spin-up, the electron can tunnel
out, followed by a spin-down electron tunnelling back in. This move-
ment of charge can be detected in real time with the nearby charge
sensor. If the electronis spin-down, it cannot tunnel out and therefore
there is no change in the charge sensor signal. Because in either case
the quantum dot ends with a spin-down electron, this readout can also
be used toinitialize the qubit.

The second method is Pauli spin blockade (PSB) parity readout of
a pair of electron spins™, which involves spin-selective tunnelling
within a double quantum dot and does not need nearby reservoirs. This
method uses the valley-orbit splitting, E,,, between the singlet ground
stateand the triplet excited state that is found for certain electron num-
bers (thatis, 2e or 4¢). Often, we observe that £, in the 2e state is low
withrespect tothe sample electron temperature, which degrades the
readout fidelity. We expect this splitting to be limited by acombination
of interface disorder, such as alloy disorder®, and electron-electron
interactions of the 2e state®. Consequently, we typically opt to define
one qubit of the pair to contain three electrons, allowing us to use the
muchlarger £, typically found with the 4e state. The 3e state typically
shows similar coherence times to the lestate. We note that alternating
the electron number between le and 3e across arrays in this manner
could add overhead to scaling solutions based on voltage sharing.

To give an example of how parity readout is performed, consider a
double dotin the (1,3) charge configuration in which the (0,4) state is
used for readout. The plunger gates of the devices are pulsed to the PSB
readout pointin the (0,4), in which only the S(0,4) state is accessible
and tunnelling to the T(0,4) state is not energetically possible. At this
point, owing to the large Zeeman energy difference between the two
dots¥, the [V 1) and |1 V) states quickly relax to the singlet, allowing
tunnelling into the S(0,4) charge state. By contrast, |V ¥)and |t 1) map
onto the T,(1,3) and T_(1,3) states and tunnelling to the T(0,4) state is
notallowed. Hence, the final charge state of the double dot determines
the parity of the two electron spins and can be measured using the
nearby charge sensor using integration times typically between 20 and
100 ps. For the single-qubit measurements in Extended DataFig. 1, the
state of the other qubit is fixed, allowing the full state of the measured
qubit to be extracted.

To initialize the system, the S(0,4) state is prepared using postse-
lection®™. In particular, at the start of each sequence, PSB readout is
used to determine whether the state is T(1,3) or S(0,4). If the state is
T(1,3), thenthe measurement runis discarded. After preparing S(0,4)
by means of postselection, the stateis mappedto |V 1) by applying an
adiabatic ramp to the (1,3) regime in which/ < AB,. Here we can per-
form single-qubit operations, followed by a second PSB readout to
determine the final state.



Micromagnet design and EDSR

Coherent manipulation of single-electron spins is performed using
electric dipole spin resonance (EDSR) mediated by magnetic field
gradients from cobalt micromagnets®. EDSR enables high-fidelity
and local electrical control of spin qubits®®, and micromagnets can
also be used to engineer the qubit frequencies along an array ena-
bling addressability and high-fidelity two-qubit gates® 8. The micro-
magnets (Extended DataFig.1a) are patterned on top of the quantum
dot samples using electron-beam lithography and standard lift-off
techniques. The micromagnets are based on the design in ref. 15 and
aremagnetized in the directionindicated by the white arrow by ramp-
ing the external magnetic field to 3 T. The micromagnets are used to
generate a magnetic field gradient, dB,/dy, at each of the quantum
dot sites, with simulations giving values ranging between 0.4 and
0.5mT nm™. Microwaves are applied to the centre screening gate
(highlighted in red), which displaces the electrons in the quantum
dotin the y direction, resulting in the electron effectively seeing an
oscillating magnetic field in the z direction that is perpendicular to
the external magnetic field (B,) in the y direction. The micromagnets
also generate amagnetic field gradient dB /dxalong the array ranging
from 0.007 to 0.03 mT nm™ at full magnetization, with the gradient
decreasing from Q1to Q12. Thisfield gradientisin the direction of the
external field (that is, aligned to the quantization axis) and leads to
different qubit frequencies along the array. Also, this field gradient
can lead to decoherence, as charge noise can cause fluctuations in
qubit positionand hence the qubit frequency. The field gradientin the
dB,/dy direction can also cause decoherence but is minimized close
to zero by centring the qubit array between the two micromagnets.
The coherent rotation of a single electron using EDSR as a function
of MW burst time is shown in Extended Data Fig. 1b. In this measure-
ment, we estimate that we apply a microwave power at the sample
of about -35 dBm, taking into account the microwave source power
of =2 dBm, attenuation of —21 dBm from attenuators in the cryostat
and frequency-dependent cable losses of —~14 dBm at the resonance
frequency of 7.5 GHz.

Randomized benchmarking

Randomized benchmarking is used to characterize the single-qubit
gate fidelity in a®*Sisample. The experimentis performedby first apply-
ing arandomized sequence of a varying number (m) of Clifford gates
to the qubit, followed by a final Clifford gate that is the inverse of the
randomized sequence, then measuring the resulting spin-up probabil-
ity®"*2, For each data point, we perform 100 repetitions for 80 different
randomized sets of gates for each sequence length. Also, we interleave
Ramsey frequency calibrations for the qubit between every two rand-
omizations (approximately every 1 min). Examples are shown in
Extended Data Fig. 1c for two qubits, labelled Q1 and Q2, from a %Si
device labelled dev12. We perform the measurement with the qubit
initialized in either the |0) or the |1) state and extract the difference in
the measured spin-up probability for those two starting states, Pj;, — Py,
asafunction of sequence length m (ref. 62). From an exponential fit of
the data, P, - P, = ap™, we estimate average Clifford-gate fidelities
Fc=1-(1-p)/20f99.90 + 0.01% and 99.88 + 0.02% for Ql and Q2,
respectively.

Coherence measurements

The dephasing time (T5) of a qubit is measured using a Ramsey seq-
uence, shown in Extended Data Fig. 1d for the qubit labelled Q3 from
dev12.Inthissequence, the wait time between two X, pulsesis varied.
Anartificial oscillationis introduced to the datatoimprove the reliabil-
ity of the fit by making the phase of the last m pulse dependent on the
evolution time. We fit the spin-up probability as a function of the free
evolution time 7 to extract 75 =15.6 ps. In this fit, the decay exponent
is kept as afree parameter.

As well as measuring the dephasing time, for most of the qubits we
alsomeasure the Hahn echo decay time TEC'"’, inwhicha X, pulseisused
to refocus low-frequency (quasi-static) noise, extending the qubit
coherencetime. Similar to the Ramsey sequence, we also introduce an
artificial oscillation for fitting purposes. An example of this measure-
ment for Q3 from dev12 is shown in Extended Data Fig. 1f. We fit the
spin-up probability as a function of the free evolution time T to extract
TEC'W =225 ps. Inthefit, the decay exponent is again a free parameter.

Extended Data Fig. 1g shows coherence time measurements from
39 qubits formedin14 devices (devl-dev14) from five different wafers
(wl-w5). Data are collected from a mix of two device types, either a
linear array of three qubits (3Q) or a linear array of 12 qubits (12Q).T%
is measured for each qubit using the Ramsey sequence (as shown in
Extended Data Fig. 1d) and T§°h° is measured using the Hahn echo
sequence (as shown in Extended Data Fig. If). In dev3, the coherence
times are measured for each qubit after tuning up the entire 12Q array.
In devll and dev13, for some qubits, we plot several points measured
for TEC}"’ that varied greatly owing to device tuning. We observe that
moving from M'Si (wl-w3) to %Si (w4-wS5) leads to about an order of
magnitude improvementin75.

%is determined by theintegrated noise spectrum during the Ram-
sey experiment and therefore is dependent on the total measurement
time®. In Extended Data Fig. 1g, the total measurement time for each
oftheT% datapointsvaries between1and 10 min. Extended DataFig. 1le
shows the dependence of T% on the total measurement time for a
subset of qubits measured in Extended Data Fig. 1g. The cumulative
plotsin Extended DataFig. 1e are generated by performing many rep-
etitions of the Ramsey experiment. From this dataset, we calculate the
average T for different measurement times. This is done by applying
amoving average to the dataset with a window size that equals a par-
ticular measurement time. We then fit each averaged time trace to
extractT3asafunction of the window positionand calculate the aver-
ageT3; fromthis. Here the T3 decreases as a function of measurement
time and saturates. Between 1and 10 min, the 7% can vary by a factor
ofabout 2 and explains some of the variation in Extended Data Fig. 1g.
The approximate 7% saturation point, labelled T%(=), for each of the
curvesinExtended DataFig.learealso plottedin Extended DataFig. 1g
and allows a better comparison between the different samples and
with theoretical estimates of T%.

In"*Si and *Si samples, the average ratio between 75" and 7%(c) is
about150 and about 50, respectively. These numbersindicate that the
exponent of the noise model, givenby a power law1/f%,is a > 1, consist-
ent with nuclear spins dominating 7. Also, the coherence times are
not dependent on dot number/position in the devices (for example,
Qlversus Q12), despite the decoherence gradient decreasing by afac-
tor of about four from Q1 to Q12. This suggests that, for most of the
qubits, T5(«~) and TEC'“’ are predominantly limited by nuclear spins
rather than charge noise. However, we note that—for some qubits—we
sometimes find lower than expected values for 75" that can be
improved with device tuning. Although we have not fully investigated
the cause of this, two potential reasons could be either that the dot
positionis offset with respect to the centre of the micromagnets (that
is,inthe y direction), increasing substantially the decoherence gradi-
ent, or that—in some tuning configurations—charge traps are activated,
leading to higher amounts of charge noise.

Coherence modelling

To obtain an estimate of the dephasing time 7% from nuclear spins, we
consider the qubit electron to be confined in a crystalline lattice con-
sisting of a 5-nm-thick strained Si quantum well (Si-QW) and aSi, ;Ge, 5
barrier onboth sides of the well. The electron confinement is assumed
tobe given by (1) the harmonic oscillator potential with an orbital split-
ting A, for the in-plane direction (x,y) and (2) the potential barrier
between the Si-QW and Si, ;Ge, ; for the out-of-plane (z) direction. In
this confinement potential, we estimate the electron wavefunction
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@(r)ateachnuclear-spinsitei,inwhich the nuclear spinsare distributed
inthelattice with a probability given by their concentration. ¢(r;) acts
as ahandle to the hyperfine interaction A, between the electron and
nuclear spins and the resultant T%(=), given by the equations®:

2u
Age =3 VbW, )

( 1 ]2_1 L +1)
T;("") 2 k=295i.73Ge 3

Z AZ, (3)

inwhichindex k denotes the spin-carrying nuclei of ?Si and *Ge, with
their total nuclear spins being /,=1/2 and /, = 9/2, respectively, i, are
their bunching factorsand y.and y,are the gyromagneticratio of the
electron and nuclear spins, respectively.

Forour calculations, we assume A, to be uncertainin the range of
1meV and 2 meV, calculate 73%(<) for 50 different distributions of
nuclear spins for agiven concentration and then estimate the bounds
of the resultant 7%(~) shown in Extended Data Fig. 1g (ref. 64). Hence
this calculation accounts for both the uncertainty of the orbital split-
tings and the variation in location of nuclear spins in the lattice. We
note from our simulations that *Si and >Ge nuclei in the Si quantum
well and the Si, ;Ge, ; barrier limit the T%() to be in the range 0.73-
0.98 ps and 4.9-8.3 ps for both natural Si and isotopically enriched
Si (800 ppm), respectively. The strength of the contribution from
nuclear spins in the Si, ,Ge, ; barrier can depend sensitively on the
width of the Si/Si, ,Ge, ; interface. Simulations based on a sigmoidal
interface®and using ameasured interface width of 47=1 nm predict
that residual °Si nuclei in the quantum well are the main limiter to
our coherence. The range of theoretical estimates of T%(«) for "Si
and 8Si with 800-ppm residual *Si are shown in Extended DataFig. 1g
as shaded regions outlined by dashed and dashed-dot lines, respec-
tively. The simulated ranges show reasonable agreement with the
data, indicating that T3 times areindeed limited by nuclear spins rather
than charge noise.

Data availability

The data that support the findings in this study are available in the
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Extended DataFig.1|Fromsingle electrons to spin qubits. a, Scanning Q3 from devl2. By fitting the decay (solid line), we extract 75=15.6 ps.
electron microscopy image of the cobalt micromagnets fabricated onan Intel e, Cumulative T; as afunction of measurement time for a subset of devices
12Qdevicetoenableelectric dipole spin resonance for single-qubit control. describeding. The dephasing time saturates at long measurementsto the
The whitearrowindicates the direction of magnetization M. The dashed line limit75(=). f, AHahn echo sequence performed on Q3 from dev12. By fitting
shows where the linear array of quantum dots is formed with respect to the the decay (solid line), we extract TE"°=225 ps. g, T (stars), T3(<) (diamonds)
micromagnets. b, Rabi oscillations between the spin-up |1) and the spin-down and 75 (circles) data points measured from 39 qubits formed in 14 devices

state |0) driven by EDSR. ¢, Randomized benchmarking of single-qubit Clifford (devl-devi4) from five different wafers (wl-w5). Two device types are featured:
gates for two qubits, Qland Q2, from a*Si device (dev12). The differenceinthe alinear array of three qubits (3Q) or 12 qubits (12Q). The colour of each point

measured spin-up probability is plotted for two different starting states, |0) correspondsto the position of the qubitin the array, whichis labelled Q1-Q3
or|1),asafunction of sequence length m. From exponential fits (solid lines) for the 3Q samples and Q1-Q12 for the 12Q samples. Error bars represent
of the data, we estimate average Clifford-gate fidelities 0f 99.90 + 0.01% and uncertainty of the fit.

99.88 + 0.02% for Qland Q2, respectively.d, ARamsey sequence performed on
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points removed from the median by more than1.5times the interquartile

feedback.a,b, Opticalimages of two test structures with the same pad layout: range.c, Gate-lineresistance is reduced through optimization of the gate
gate-lineresistance test structure (a) and Hall bar (b). Ineach case, the active processandintroduction of superconducting materials. d, Estimated carrier
probe pads are highlighted and a schematic of the measurement is shown. mobility isincreased throughimprovementsin epitaxy and increasein quantum
c,d, Improvements in device metrics from process optimization. Box plots welldepth. e, Hallmeasurements taken in a conventional cryostat show mobility
showthe median andinterquartile range of each distribution. Whiskers mark asafunction of carrier density for two samples with the QW B process and

the maximum and minimum values excluding outliers, which are defined as different SiGe barrier thickness.
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charge sensor features fromthe data.c, Amaximum filteris applied to locate
pointsof highsignal. d, Local maximaare filtered and binned into ‘curve
segments’. e, Curve segments are merged into a set of continuous transition
curves. The coordinates of these transition curves are collected and used to
analyse leand 2etransition voltage statistics. f,g, Validation of 1e transition
data.f, Histogram of 1e-2e addition voltage statistics from a wafer with a 50-nm
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Extended DataFig. 5| Voltage-sharing analysis. a, Histogram of leand 2e
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Extended DataFig.7|Barrier-barrier scansrepresenting three versions
of wafer fabrication. Wafer-scale maps of barrier-barrier scans are shown to
representthe three versions of wafer fabrication highlighted in Fig. 2b,c: high-x
stack Awith high-temperature spacer (a), high-k stack Bwith high-temperature
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screening gate layer (c). Each set of scans shows ameasurement from one
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quantumdot per device and represents the complete set from which the
individual examplesinFig.2c are taken.Scansare arranged by device location
onthewafer. For the first two sets of measurements, only half of die are measured
by samplinginachequerboard patternacross the wafer. Further missing scans
arebecause of non-yielding quantum dots onthe earlier versions of fabrication.
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Extended DataFig. 8| Charge-sensing datafrom wafer witha30-nm SiGe
barrier. Charge-sensing scans are grouped by 12QD device and arranged by

waferlocation.Scans with unresolved transitions and/or fitting errors are
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Extended DataFig. 9| Charge-sensing datafrom wafer witha50-nm SiGe
barrier. Charge-sensing scans are grouped by 12QD device and arranged by

wafer location. Scans with unresolved transitions and/or fitting errors are
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Extended DataFig.10|Charge sensing of double quantum dots across a wafer. Charge-sensing scans are taken on eight double quantum dots per 12QD device
(two pairs of quantum dots for each charge sensor) and arranged by wafer location.
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