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Deep Learning Is the A.I. Breakthrough We've Been Waiting For
Deep-learning technology is helping A.I. fulfill its promise

By Gary Stix
December 2015 Issue
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Google, Facebook and other corporate giants are taking major strides in building technology that can learn on its own. Their efforts rely heavily on something known as deep learning.
Rooted in the decades-old idea that computers would be smarter if they operated more like the human brain, deep-learning networks consist of layer on layer of connected computer processing units called artificial neurons, each of which performs a different operation on the input at hand—say, an image to be classified. The difference between conventional neural networks and deep-learning ones is that the latter have many more layers. The deeper the network—the more layers—the higher the level of abstraction at which it can operate.
Deep learning gained momentum in the mid-2000s through the work of three key figures—Geoffrey Hinton of the University of Toronto, Yoshua Bengio of the University of Montreal and Yann LeCun of New York University—but it only recently began making commercial inroads. An example is the Google Photos app, which came out in May. The software can upload all the images from my iPhone, correctly identify my wife, son and grandson, and then dump their photographs in separate digital bins marked by thumbnail images. It can do this because it has learned to recognize faces through exposure to millions of images analyzed by the system. As it runs an image through each successive layer of its network, the software identifies elements within the image at an increasing level of abstraction—until it ultimately can detect the whole face within the picture.
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Once it has trained on enough faces, it can spot the noses and mouths of individual people in images it has never seen before.
Deep learning can do much more than organize pictures. It may, in fact, mark a step toward artificial intelligence that exhibits intelligent behaviors virtually indistinguishable from those of its human masters. In February a team of A.I. experts from the London-based firm DeepMind (which Google bought in 2014 for $617 million) reported that it had used deep learning to build a computer that could teach itself to play dozens of Atari video games. After a lot of practice, the software beat expert human players at half of those games. A small step, but the machine age has to start somewhere.

Rights & Permissions


Gary Stix, Scientific American's neuroscience and psychology editor, commissions, edits and reports on emerging advances and technologies that have propelled brain science to the forefront of the biological sciences. Developments chronicled in dozens of cover stories, feature articles and news stories, document groundbreaking neuroimaging techniques that reveal what happens in the brain while you are immersed in thought; the arrival of brain implants that alleviate mood disorders like depression; lab-made brains; psychological resilience; meditation; the intricacies of sleep; the new era for psychedelic drugs and artificial intelligence and growing insights leading to an understanding of our conscious selves. Before taking over the neuroscience beat, Stix, as Scientific American's special projects editor, oversaw the magazine's annual single-topic special issues, conceiving of and producing issues on Einstein, Darwin, climate change, nanotechnology and the nature of time. The issue he edited on time won a National Magazine Award. Besides mind and brain coverage, Stix has edited or written cover stories on Wall Street quants, building the world's tallest building, Olympic training methods, molecular electronics, what makes us human and the things you should and should not eat. Stix started a monthly column, Working Knowledge, that gave the reader a peek at the design and function of common technologies, from polygraph machines to Velcro. It eventually became the magazine's Graphic Science column. He also initiated a column on patents and intellectual property and another on the genesis of the ingenious ideas underlying new technologies in fields like electronics and biotechnology. Stix is the author with his wife, Miriam Lacob, of a technology primer called Who Gives a Gigabyte: A Survival Guide to the Technologically Perplexed (John Wiley & Sons, 1999).
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