Simulated 50 μm long PSFs under two sets of Bessel beam parameters (0.34NA left, 0.25NA center) and Gaussian beam parameters (0.175NA right) for the designed microscope setup. The lateral resolution (FWHM) of the Bessel PSFs are 1.12 μm and 1.46 μm, respectively, an improvement over the Gaussian resolution of 2.16 μm. For an equivalent incident power, the relative integrated two-photon excitation of the Bessel beams are 10.3% and 19.3%, respectively, of the Gaussian beam, demonstrating that low-NA Gaussian beams have higher excitation efficiency. (b) Alternate optical setup for simultaneous imaging using vTwINS and conventional TPM. After each frame, a galvanometer switches between a conventional high-NA TPM path and a low-NA Gaussian vTwINS path. A mirror is used to recombine the two paths, with an offset angle of 0.88°. (c) Schematic for alternating single, angled PSFs. A low-NA Gaussian beam is generated with each path before being recombined and imaged onto the scanners. Each scanned frame alternated between each of the two beam paths, corresponding to one half of the vTwINS PSF.
Supplementary Figure 2

vTwINS depth recovery of fluorescent beads.

(a) vTwINS image of a volume containing beads at different locations. Circles depicting locations of all the beads in the vTwINS axial range are color coded by depth (blue is deeper, indicating nearer images, and green is shallower, implying wider images). (b) Spatial profiles recovered automatically from the single vTwINS image are color coded on the same depth scale. Beads at the edge of the field of view have occluded images, and are thus excluded from the analysis as depth cannot be ascertained. (c) Histograms depicting the axial localization error in as well as the total displacement error show that vTwINS can recover bead locations to within approximately 5 μm. (d) The 3D scatter plot compares both the true location of the beads (red dots) and the estimated location (blue circles) to better visualize the vTwINS accuracy.
Histogram of maximum spatial overlap estimated from vTwINS profiles for vTwINS PSFs (top) and single axially extended beams (bottom).

(a) Maximum spatial overlap of vTwINS profiles for the V1 dataset. 1.6% of profiles (N=511) have an overlap greater than 50%. (b) Maximum vTwINS overlap with the CA1 dataset. 4.0% of profiles have an overlap greater than 50% (N=882). (c) The left half of vTwINS profiles were taken as equivalent spatial profiles for a single axially extended beam. 18.8% of profiles have a maximum overlap greater than 50% (N=511) for the V1 dataset. (d) 20.5% of single axially extended beam profiles for the CA1 dataset have a spatial overlap greater than 50% (N=882).
Matrix factorization on calcium imaging data with high spatial overlap may result in mislabeled profiles.

The alternating beam dataset (Supplementary Fig. 1c) was used to generate a simulated vTwINS dataset. (a) CNMF was run on the right beam of the alternating beam dataset (top trace) and SCISM was run on the simulated vTwINS dataset (lower two traces). The activity from the two cells in the lower traces were merged together when CNMF was run on the same dataset, but with a single axially extended beam. The high spatial overlap between the two profiles resulted in a demixing error. (b) CNMF was run on the simulated vTwINS dataset (top trace) and each of the two single axially extended beams (lower two traces). Profiles from each of the two single axially extended beams that had high spatial overlap with each other were merged together in the simulated vTwINS profile.
Supplementary Figure 5

Sparse convolutional iterative shape matching (SCISM) for demixing vTwIINS data.

(a) Example stereotyped neuron image pairs. (b) SCISM seeks image pairs at different distances by constructing heat-maps representing the likelihood of a given pair at a given location. Heat maps are calculated by summing the thresholded squared-inner-product between shifts of stereotyped profiles and video frames (shown here with a section of CA1 data). \( T_\lambda(\cdot) \) here denotes the threshold operation. (c) The new spatial profile is chosen at the maximum across all heat maps. (d) The new profile is refined by locally masking and averaging frames closely aligned with the stereotyped spatial profile. (e) The new profile is added to the set of spatial profiles, and the time-traces for all spatial profiles are calculated via non-negative LASSO with sparsity trade-off parameter \( \lambda \) (Methods, Supplementary Note 6). (f) The residual movie is re-computed by subtracting the contribution of the current set of spatial profiles (the sum of outer products of the spatial profiles and their time traces). The algorithm then finds the next spatial profile by iterating from (b) with the new residual.
Supplementary Figure 6

Peak SNR (PSNR) estimates for vTwINS neural profiles for images from V1 (right, \( n = 511 \)) and CA1 (left, \( n = 882 \)).

(a) PSNR estimates for full vTwINS profiles (both images used together to estimate time traces). (b) PSNR estimates for the left and right images taken individually. (c) The ratio of PSNR for the full neural profile to the minimum of the PSNR ratios for either the left and right images taken individually. This value is almost universally less than unity, indicating that using the full neural profile (both images simultaneously) is more informative than seeking individual images. The small number of cases where the ratio is above unity indicate singlets where the second image catches a small amount of noise, however these ratios are not so far deviated from unity as to prohibit later processing from finding these singlets.
Supplementary Figure 7

Example vTwINS images from mouse V1 and CA1.

(a) Example frames of full FOV vTwINS data acquired from V1. Top: two examples of vTwINS images from V1. Bottom: Corresponding pre-processed images (5-frame temporal average and two-fold spatial binning) with background-subtraction. Pre-processing makes active pairs of neuronal images more apparent. (b) Example frames of full FOV vTwINS data acquired from CA1. Top: two examples of vTwINS images from V1. Bottom: Corresponding pre-processed images (5-frame temporal average and two-fold spatial binning) with background-subtraction. Pre-processing makes active pairs of neuronal images more apparent. (c) Example frames of half FOV vTwINS data acquired from V1. Top: two examples of vTwINS images from V1. Bottom: Corresponding pre-processed images (5-frame temporal average and two-fold spatial binning) with background-subtraction. Pre-processing makes active pairs of neuronal images more apparent.
Example time traces demixed from vTwINS recordings of mouse V1. (a) 800 second time traces for all 511 demixed V1 spatial profiles. (b) Example time traces for select demixed V1 spatial profiles. SNR and PSNR values are calculated using the 3σ estimates to obtain the noise standard deviation σ (Supplementary Note 4). The SNR roughly determines the order in which neural profiles are found using SCISM, while the PSNR determines if a neural profile can be found above the noise floor.
Supplementary Figure 9

Anatomical z-stack comparison of found spatial profiles in V1.

(a) Example spatial profiles and time traces from V1. (b) Corresponding location of activity in the anatomical z-stack. White numbers at the top of each image indicates the relative depth in the z-stack.
Supplementary Figure 10

Extended comparison between vTwINS and high-NA spatial profiles and time traces.

(a) Histogram of correlations between vTwINS and high-NA time traces. The majority of correlations cluster tightly around zero, and the tail of outliers indicates the correlations for paired traces. (b) Pearson correlations remain high for the top 98 paired profile traces before falling sharply when no more good pairings remain. The red line indicates the $\rho = 0.5$ cutoff for determining a pairing (Supplementary Note 4). (c) Four examples of paired traces for both vTwINS imaging (black lines, top of each pair of plots) and high-NA imaging (blue lines, bottom of each pair of plots). Red horizontal lines indicate the $3\sigma$ threshold for significant transients (Supplementary Note 4).
Example time traces demixed from vTwINS recordings of mouse CA1.

(a) 1000 second time traces for all 882 demixed CA1 spatial profiles. (b) Example time traces and corresponding SNR and PSNR values for select demixed CA1 spatial profiles. SNR and PSNR values are calculated using the $3\sigma$ estimates to obtain the noise standard deviation $\sigma$ (Supplementary Note 4). The SNR roughly determines the order in which neural profiles are found using SCISM, while the PSNR determines if a neural profile can be found above the noise floor.
Supplementary Figure 12

Anatomical z-stack comparison of found spatial profiles in CA1.

(a) Example spatial profiles and time traces from CA1. (b) Corresponding location of activity in the anatomical z-stack. White numbers at the top of each image indicates the relative depth in the z-stack.
Supplementary Figure 13

Analysis of alternating-beam variation of vTwINS data taken in mouse CA1.

(a) Found spatial profiles with the left image showing the portion of the profiles from the left beam, and the right image showing the portion of the profiles from the right beam. (b) 100 s of activity for all 1207 found spatial profiles. (c) Example neural profiles and 200 s of activity for the profiles in the subsection of the FOV outlined in white in (a). (d) Histogram of SNR values (N=858 paired) for the neural profiles in the vTwINS equivalent movie, where the left beam and right beam frames are merged together. (e) Histogram of SNR values (Supplementary Note 4) for the spatial profiles in the single-beam frames. (f) Histogram of ratios for the values plotted in (d) and (e) demonstrate that single beam data gains SNR at the cost of having each beam’s data available on only every other frame (half data-rate).
Supplementary Figure 14

Example time traces and corresponding SNR and PSNR values for select demixed spatial profiles from alternating single-beam data from mouse CA1.

SNR and PSNR values are calculated using the 3 σ estimates to obtain the noise standard deviation σ (Supplementary Note 4). The SNR roughly determines the order in which neural profiles are found using SCISM, while the PSNR determines if a neural profile can be found above the noise floor.
Supplementary Note 1: vTwINS Design and Beam Simulations

In traditional TPM, a large diameter collimated Gaussian beam is centered on the objective back aperture, and a standard (typically diffraction-limited) PSF for two-photon excitation is produced (Fig. 1d left). In contrast, a pair of smaller diameter collimated Gaussian beams with their centers offset from the center of the back aperture produce a pair of elongated arms in the PSF that cross at the focal plane, producing an X-shape (Fig. 1d center). The smaller the diameter of each beam, which reduces the effective NA, the more each arm becomes elongated. Increasing the separation between the two beams at the objective back aperture increases the angle of intersection of the two arms. If the incident beams are slightly divergent (or convergent), the position of the crossing point of the two beams shifts along the optical axis relative to the focal point of the objective (Fig. 1d right), eventually producing a V-shape for vTwINS, with the wider opening either pointing up (divergent beams) or down (convergent beams). To produce a Bessel beam vTwINS PSF, rings of illumination are used at the objective back aperture [1] instead of Gaussian beams, but, otherwise, the same principles apply.

The beam-shaping module (Fig. 1c) was designed with three parallel beam paths, one each back aperture illumination profile described above. The vTwINS paths are separated into three parts: 1. beam-shaping for Gaussian or Bessel beams, 2. adjusting the V offset with a telescope 3. Splitting the beams in two with polarizing blocks and setting the V angle

1. An variable zoom telescope was used to shape the Gaussian beam path, while the Bessel beam vTwINS used an axicon-lens combination that formed the ring-shaped spatial profile.

2. Beam divergence, used to control where the two beams cross (and forming either a V or inverted V), was controlled by an adjustable telescope placed before the beam splitter

3. A calcite block was used to split a single incident beam into the two spatially separated beams necessary for vTwINS. Input polarization, controlled by a half-wave plate, was used to equalize power in each of the two beams. The angle between the two arms of the PSF is scaled by the zoom factor in a subsequent fixed zoom telescope.

Both Bessel beams and Gaussian beams were used with vTwINS, each with their own advantages. To explore the relative merits of Gaussian beam versus Bessel beam PSFs, PSF simulations (Supplementary Fig. 1) were generated in ZEMAX using the previously described optical setup. The Bessel beam PSFs were generated with a 179° BK7 Axicon and 150/200mm achromat lens pair. The Gaussian beam PSF corresponds to a diffraction-limited 0.175NA Gaussian beam. Gaussian beams are more easily implemented and have higher overall two-photon excitation for a given incident power. The smaller profile of the Gaussian beams on the back aperture allows for a larger allowable V angle range for the vTwINS PSF as compared to Bessel beams. Bessel beams have a controllable axial profile [1], minimizing excitation outside the vTwINS imaging volume and can be used to compensate for additional scattering in the deeper regions of the vTwINS imaging volume. While higher lateral resolutions are achieved with Bessel beams, improving the lateral resolution comes at the cost of total two-photon excitation efficiency. Additionally, improved lateral resolution is not advantageous in vTwINS, as the uniqueness of spatial profiles makes sharp cell features unnecessary for resolving individual cells.
Supplementary Note 2: Fluorescent Bead Sample and Measured PSFs

As an initial test of vTwINS we imaged 1 μm green fluorescent beads (L1030, Sigma) embedded in a 1% agarose gel. The beads were embedded at random locations, creating an off-grid set of positions. The exact bead positions were determined via a diffraction-limited two-photon multi-plane volumetric scan (z-stack). vTwINS was then used to image the same volume with a single scan (one image). Each bead appears in the vTwINS projection image as a pair of dots (Supplementary Fig. 2); lines drawn between all pairs are parallel and aligned with the direction of the vTwINS PSF in the sample. The distance between dot pairs varies with the bead’s depth in the volume.

Using the single vTwINS image, SCISM was used to automatically locate the spatial profiles for each bead. The found profiles were used in turn to infer each bead’s 3D coordinates in the sample, using the vTwINS relationship between depth and inter-image distance. Beads at the edge of the imaged volume with only one projection into the vTwINS image were discarded as the depth location could not be ascertained. Using only the vTwINS image and the known shape of the PSF to infer each bead’s 3D coordinates in the sample produces average errors of 1.4±1.3 μm (N=31) in depth, 1.5±1.3 μm (N=31) in the fast-scan direction, 1.2±1.0 μm (N=31) in the slow-scan direction and an average total localization error of 2.7±1.6 μm (N=31). The accuracy of recovered positions is well within the ≈10 μm (N=31) average size of a neuronal cell body in the mammalian brain, demonstrating that vTwINS, in practice, preserves the necessary information to disambiguate cell bodies at different depths.

Z-stacks of these fluorescent beads (1 μm step size) were taken to measure the vTwINS PSFs for each set of experiments. The axial length of PSFs were measured by averaging the fluorescence intensity at each slice of the z-stack. The averaged fluorescence signal was used to calculate the FWHM and 1/e full-width axial lengths. For in vivo experiments, we found that the 1/e full-width was a reasonable cutoff for acceptable imaging quality. The PSFs were not measured in vivo, although this can be done to correct for index mismatch and scattering if higher accuracy is desired.
Supplementary Note 3: Spatial Overlap Error Estimation

Spatial profiles extracted using SCISM from the datasets in Supplementary Fig. 7a,b were used to estimate the maximum level of spatial overlap present in vTwINS and with a single axially extended beam. Spatial overlap was calculated as the fraction of overlapping pixels between two spatial profiles (pixels were included if they had a profile weight greater than 10% of the maximum weight in the spatial profile). The maximum spatial overlap was calculated as the max of the set of spatial overlaps each profile had with all other profiles. The distribution of maximum spatial overlaps for vTwINS are shown in Supplementary Fig. 3a,b. The spatial overlap in the case of a single axially extended beam was calculated by considering only half of the spatial profiles isolated using SCISM. We isolated the left half of the spatial profiles and then calculated the distribution of maximum spatial overlap for all cells, plotted in Supplementary Fig. 3c,d. The spatial overlap of vTwINS profiles is substantially lower than the spatial overlap of a single axially extended beam. It is unclear, however, what level of spatial overlap prevents successful demixing.

The performance of CNMF with a single axially extended beam was compared to SCISM with a vTwINS PSF using the sequential alternating beams dataset (Supplementary Fig. 13). CNMF was run on the frames of only one beam, corresponding to a dataset with a single axially extended beam, and was compared to the output of the SCISM output of an interleaved version of the same dataset, approximating a vTwINS movie (see Methods). Spatial profiles from CNMF used on a single beam were paired off with vTwINS spatial profiles based upon their time traces’ Pearson’s correlation. Among the matched profiles, there were cases where vTwINS profiles were not paired with their most highly correlated CNMF trace (Supplementary Fig. 4a). In this example, the high spatial overlap of the cells caused CNMF to merge the activity of two cells into a single profile, preventing accurate recovery of neural data.

The performance of CNMF with vTwINS data was evaluated using the sequential alternating beams dataset (Supplementary Fig. 13). CNMF was run on each of the two beams separately, and also in a vTwINS-equivalent interleaved movie (see Methods). Spatial profiles generated by the interleaved vTwINS movie were paired off with the set of spatial profiles generated by each of the two single axially extended beam movies based on their time traces’ Pearson’s correlation. Among the matched profiles, there were cases where single axially extended beam profiles were not paired with their most highly correlated interleaved vTwINS profile (Supplementary Fig. 4b). This example suggests that the spatial overlap between the axial projections of two different cells prevented CNMF, which does not have a prior on paired spatial profile shapes, from correctly attributing the neural activity to two cells.
Supplementary Note 4: Noise and SNR calculations

We calculate the signal-to-noise ratio (SNR) and peak signal-to-noise ratio (PSNR) for each spatial profile using the least-square time-trace estimates \( \hat{S} \) calculated from

\[
\left\{ \hat{S}, \hat{S}_{bg} \right\} = \arg \min_{S, S_{bg}} \left[ \| Y - \hat{X} S^T - \hat{X}_{bg} S_{bg}^T \|_F^2 \right].
\]

Assuming that each column \( s \) of \( \hat{S} \) contains both a signal and a noise component, i.e.

\[ s = s_{signal} + s_{noise}. \]

then we use the definitions of SNR and PSNR given by

\[
\text{SNR} = \frac{\text{Var}(s_{signal})}{\text{Var}(s_{noise})} = \frac{\text{Var}(s) - \sigma_{noise}^2}{\sigma_{noise}^2},
\]

where \( \sigma_{noise}^2 = \text{Var}(s_{noise}) \), and

\[
\text{PSNR} = \frac{\|s\|^2_2}{\sigma_{noise}^2}.
\]

The noise variance for the SNR and PSNR calculations, \( \sigma_{noise}^2 \), is calculated from the \( \sigma \) estimate used to determine significant transients. For each least-squares calcium trace, \( s \), the FHWM of the calcium trace histogram is used to estimate \( \sigma \approx \text{FWHM}/2.35 \), approximating the distribution as a Gaussian. Transients are described as significant if they exceed a 3\( \sigma \) cutoff above the center of the distribution.
Supplementary Note 5: Phototoxicity

Phototoxicity is an important concern of live optical imaging techniques, especially for large-scale or volumetric imaging techniques where high phototoxicity might be expected due to high total power. In TPM, phototoxicity is nonlinear and has been shown to scale as $I(\vec{x}, t)^{2.5}dVdt$, where $I(\vec{x}, t)$ is the intensity distribution, $V$ is the excited volume, and $t$ is time [2, 3]. The intensity exponent reflects that nonlinear photodamage has both second and third order contributions. Here, we use this relationship to compare the accumulated phototoxicity in vTwINS imaging with high-NA TPM.

In high-NA two photon imaging, studies have routinely imaged L2/3 in mouse cortex ($300 \times 150 \mu$m FOV) with 80 mW [4] and CA1 in mouse hippocampus ($200 \times 100 \mu$m FOV) with 50 mW [5] in daily imaging sessions without noticeable phototoxicity. In vTwINS, we have not observed photobleaching or phototoxicity in mice with hour-long imaging sessions at up to 200 mW average power (100 mW per beam).

To calculate the relative phototoxicity between the two conditions, we first describe the PSF within the sample. For a highly scattering tissue like mouse cortex, scattering of the focused beam reduces the effective power at the sample with a decay length of $140 \mu$m and distortions in the wavefront degrade the PSF. For a 0.8 NA PSF, this is reduced to an effective 0.5 NA [6].

For equivalent laser parameters, the total integrated phototoxicity through a given cell is given by the total integral of the raster-scanned PSF through the cell volume:

$$
\int \left( \int I(\vec{x}, t)^{2.5} dt \right) dV
$$

$$
= \int \left( \int I_g(x, y, z)^{2.5} * R(x, y, t) dt \right) dV
$$

$$
= \int \left( \int I_g(x, y, z)^{2.5} * \int R(x, y, t) dt \right) dV
$$

Where $I_g(x, y, z)$ is the intensity distribution of a Gaussian beam, which is raised to the 2.5th power for phototoxicity and convolved with $R(x, y, t)$, the raster scanning function. As $I_g$ has no time dependence, we may integrate $R(x, y, t)$ over time, assuming laser pulses are uniformly distributed in time over space:

$$
\int R(x, y, t) dt \approx \begin{cases} 
\frac{1}{\Delta x \Delta y} & \text{if } |x| \leq \Delta x/2 \text{ and } |y| \leq \Delta y/2 \\
0 & \text{otherwise}
\end{cases}
$$

where $\Delta x$ and $\Delta y$ are the raster scanning dimensions and the factor of $(1)/(\Delta x \Delta y)$ reflects the duty cycle over the scanned area. Using the equation for the intensity of a Gaussian beam:

$$
n \int_{cell} \left( \frac{P_0}{w(0)^2} \left( \frac{w(0)}{w(z)} \right)^2 e^{-2r^2/w(z)^2} \right)^{2.5} * \int R(x, y, t) dt dV
$$

where a factor $n$ was added for the number of imaging beams and where $w(z) = \sqrt{(\lambda/\pi NA)^2 + (z NA)^2}$. Using the expression for $\int R(x, y, t) dt$, we obtain:

$$
n \int_{cell} \left( \frac{P_0}{w(z)^2} e^{-2r^2/w(z)^2} \right)^{2.5} \cdot \begin{cases} 
\frac{1}{\Delta x \Delta y} & \text{if } |x| \leq \Delta x/2 \text{ and } |y| \leq \Delta y/2 \\
0 & \text{otherwise}
\end{cases} dV
$$
As the size of the PSF is much smaller than that of the scanned region, we can approximate the convolution as an integral over the $xy$ plane:

$$
\int_{-\Delta x/2}^{\Delta x/2} \int_{-\Delta y/2}^{\Delta y/2} \left( \frac{P_0}{w(z)} e^{-2r^2/w(z)^2} \right)^2 r dr dV
$$

where $r_0 = 6 \mu m$ is the radius of the typical cell. Here, the cell was placed at $z = 0$, which maximizes the total integrated phototoxicity.

Evaluating this for high NA TPM in the conditions above for cortical imaging ($\Delta x = 300 \mu m$, $\Delta y = 150 \mu m$, $P_0 = 80 mW$, NA = 0.5, $n = 1$) obtains 980 AU, and for CA1 imaging ($\Delta x = 200 \mu m$, $\Delta y = 100 \mu m$, $P_0 = 50 mW$, NA = 0.5, $n = 1$) we obtain 680 AU. When evaluating this for vTwINS ($\Delta x = 500 \mu m$, $\Delta y = 500 \mu m$, $P_0 = 100 mW$, NA = 0.175, $n = 2$), we obtain 87 AU. Given typical imaging parameters, we find that the total accumulated phototoxicity in cells being imaged in vTwINS is lower by an order of magnitude than what is typically used during high NA TPM.

An alternative calculation of the nonlinear phototoxicity relies upon the peak volumetric excitation [7]. The power density of a 50 $\mu m$ vTwINS PSF (100 mW for each half, approximated as a 50 $\mu m$ axial, 1.71 $\mu m$ lateral ellipsoid) is $100 mW/(76 \mu m^3) = 1.3 mW/\mu m^3$ (for each half). For a 0.8 NA (effectively 0.5 NA, 6 $\mu m$ axial, 0.66 $\mu m$ lateral ellipsoid) Gaussian PSF, this power density would be comparable to a $(1.3 mW/\mu m^3)(1.37 \mu m^3) = 2 mW$ laser power. Consequently, the peak excitation at any given location while imaging during vTwINS is much lower relative to high NA imaging configurations. This is comparable to the effect described in [7], where a lower excitation NA allows for the use of much higher excitation power.
Supplementary Note 6: vTwINS Orthogonal Matching Pursuit

In this section, we describe the mathematical details of the vTwINS Sparse Convolutional Iterative Shape Matching (SCISM) demixing algorithm. Let $Y \in \mathbb{R}^{N \times T}$ denote the calcium video sequence, $X \in \mathbb{R}^{N \times K}$ denote the neural spatial components (spatial profiles), and $S \in \mathbb{R}^{T \times K}$ denote the neural temporal activity traces, where $N$ is the number of pixels in each image, $T$ is the number of images (or time points), and $K$ is the number of neurons. Thus, the columns of $Y$ represent single frames of the video, the columns of $X$ represent individual spatial profiles, and the columns of $S$ represent temporal activity traces of single neurons. We model background activity with a set of $B$ background components $X_{bg}$ and denote the (inferred) background temporal activity $S_{bg}$.

Our algorithm is designed to exploit a priori knowledge of both the spatial profile shapes as well as neural firing statistics. Specifically, the algorithm seeks to factor the full movie matrix $Y$ into the set of spatial profiles $X$ and time-traces $S$ such that

1. The sum of outer products of spatial profiles and time traces explains the observed data ($Y \approx XS^T$).
2. The time-traces $S$ are sparse in time.
3. The spatial profiles are shaped like pairs of neuronal somata (disks or annuli), offset horizontally by a small separation distance. The dark center in each soma is due to the lack of GCaMP6f in the nucleus.
4. Few latent sources (active neurons) relative to the size of the data generate activity in the observed data, making the fluorescence movie low-rank. This constraint captures the physical density constraints on neuron tissue.

The optimization program that includes all these terms is

$$\{ \hat{X}, \hat{S}, \hat{X}_{bg}, \hat{S}_{bg} \} = \arg \min_{X,S,X_{bg},S_{bg}\geq 0} \left[ \| Y - XS^T - X_{bg}S_{bg}^T \|_F^2 + \lambda_d \| X - D \|_F^2 + \sum_k (\lambda_{gs} \| s_k \|_2 + \lambda_{sp} \| s_k \|_1) \right] \quad (1)$$

where $s_k$ is the $k^{th}$ column of $S$, representing the activity of neuron $k$, $\| Z \|_F^2 = \sum_{i,j} Z_{i,j}^2$ is the squared-Frobenius norm, $D$ is a matrix whose columns represent all possible expected neural spatial profile shapes, $\lambda_d$ is the trade-off parameter for penalizing the deviation of spatial profile shapes $X$ from the idealized shapes in $D$, $\lambda_{gs}$ is the group-sparse penalization parameter for ensuring that not all spatial profiles are active and $\lambda_{sp}$ is the penalization parameter than ensures the time traces are sparse. Each column $d_k$ of $D$ represents the expected spatial profile for a neuron at one volumetric neural location. We set the spatial profiles $d_k$ as annuli separated by a depth-dependent distance (Supplementary Fig. 5a), where the annuli were modeled as the difference of two Gaussian functions, separated by a distance

$$d_k(i,j) = e^{-\frac{(i-i_0)^2 + (j-j_0)^2}{\sigma_{out}^2}} - Ae^{-\frac{(i-i_0+\Delta/2)^2 + (j-j_0)^2}{\sigma_{in}^2}} + e^{-\frac{(i-i_0-\Delta/2)^2 + (j-j_0)^2}{\sigma_{out}^2}} - Ae^{-\frac{(i-i_0+\Delta/2)^2 + (j-j_0)^2}{\sigma_{in}^2}}$$

Nature Methods: doi:10.1038/nmeth.4226
For all datasets analyzed here, the annuli were set to have $\sigma_{\text{out}} = 2$ pixels and $\sigma_{\text{in}} = 0.84$ pixels, the center amplitude depression was set to $A = 0.7$, and $(i_x, j_y)$ simply indicate the pixel which $d_k$ is centered around. We used 10 different inter-image distances, $\Delta$, equally spaced between 21.4 $\mu$m to 92.4 $\mu$m for full FOV V1 data spanned, 18.4 $\mu$m and 51.4 $\mu$m for half FOV V1 data, and 14.6 $\mu$m to 56.8 $\mu$m for full FOV CA1 data. In total, the number of columns of $D$ is the number of pixels $N$ (all potential spatial locations) times the number of inter-image distances $K$ ($D \in \mathbb{R}^{N \times NK}$).

This matrix, however, never needs to be constructed, as any the spatial invariance of the neural profiles permits the use of convolution operations. The parameters used for our analysis reflects the particulars of our microscope setup (i.e. zoom, beam angle setting etc.) and should be modified to fit the expected statistics of any new dataset.

The optimization program in Equation (1) results from modeling the measurement noise as Gaussian, and placing appropriate sparsity- and shape-penalizing priors on the spatial profiles and transients. The measurement model and Gaussian prior over the spatial profiles $X$ are given by

$$Y = XS^T + X_{bg}S_{bg}^T + E,$$

where the non-zero mean of the Gaussian prior over spatial profiles induces the expected spatial structure. The prior over time traces $s_k$

$$p(s_k) \propto e^{-\gamma_1\|s_k\|^2/2 - \gamma_2\|s_k\|_1},$$

includes two terms penalizing both overall sparsity and group sparsity (each neural trace being a group). In terms of the model parameters, the trade-off parameters in Equation 1 are $\lambda_d = \sigma^2/\sigma_d^2$, $\lambda_{gs} = \gamma_1\sigma^2$, and $\lambda_{sp} = \gamma_2\sigma^2$. No specific prior was placed on either the background shape or its temporal fluctuations.

Direct optimization of Equation (1) can be inefficient due to the problem size and the large search space (potential spatial profiles). We thus approximated a solution to Equation (1) with a greedy, iterative approach wherein spatial profiles are sequentially determined. Our method iterates between finding the best element of $D$ that approximates $Y$ given the sparsity constraints and updating that profile to the data. The first step sets $X = D$ and solves for the best single trace to approximate $Y$ (solving the first and third terms). The shape refinement step then uses the first two terms with the newly found time-trace to allow the spatial profile $x_k$ to deviate from its mean $d_k$. SCISM is in essence a modification of the orthogonal matching pursuit (OMP) method for greedy sparse signal estimation [8, 9]. Our method extends OMP by including an additional temporal sparsity penalty and a shape refinement step that allows for deviations from the stereotyped neuronal shapes (traditional OMP assumes a fixed dictionary of features).

We initialized our algorithm by estimating the background spatial profile, $X_{bg}$ using the normalized temporal median of the pre-processed motion-corrected video sequence and $S_{bg}$ as its least-squares time course

$$\hat{X}_{bg} = \frac{\text{Median}(y_t)}{\|\text{Median}(y_t)\|_2}; \quad \hat{S}_{bg} = \hat{X}_{bg}^+Y,$$

where $X^+$ denotes the pseudo-inverse of $X$. In the case of shorter video sequences (20000 frames or less) we only used a single background spatial profile ($B = 1$). For longer video sequences a background spatial profile was added for each 5000 consecutive and non-overlapping frames, which
allowed the background to change over the course of the video sequence (e.g. due to slow axial drift). The residual movie $R$ was then initialized at the first step to the median-subtracted full movie $Y$

$$R = Y - \hat{\mathbf{X}}_{bg} \hat{\mathbf{S}}_{bg}^T.$$ 

The algorithm (summarized graphically in Fig. 3, Supplementary Fig. 5 and algorithmically in Alg. 1) begins each iteration by seeking the stereotyped annuli pair that had the largest correlation with the residual movie $R$. Specifically, the algorithm seeks the index $k$ and the corresponding pair $d_k$ with the largest value $v_k$ calculated as,

$$v_k = \sum_t T_\lambda (d_k^T r_t)^2,$$ (2)

where $T_\lambda$ is a soft thresholding function restricted to positive values

$$T_\lambda(x) = \begin{cases} 
    x - \lambda & x \geq \lambda \\
    0 & x < \lambda,
\end{cases}$$ (3)

and $r_t$ are the columns of $R$ (the frames of the residual video). $v_k$ estimates the total energy of the estimated time trace $s_k$ that minimized Equation (1) conditioned on $x_k = d_k$, and all past profiles and time traces being fixed. The thresholding operation induces temporal sparsity (the last term in Eqn. (1)), and prevents noise accumulation over long videos from dominating the values of $v_k$. Thus even very sparsely firing neurons can be identified, provided they fluoresce above the noise floor. Because the noise floor is not spatially constant, we set the sparsity penalization parameter $\lambda$ to be a function of the local statistics affecting each potential spatial profile shape. Specifically, we set $\lambda$ to be proportional to the 99th percentile of the residual projected into the stereotyped shapes,

$$\lambda_k = 0.05 \times p_{0.99}(d_k^T r_t).$$ (4)

This local parameter setting measures the potential brightness at each location. As brighter locations have higher backgrounds and higher noise levels, $\lambda$ is thus set higher at these locations.

After calculating $v_k$, the stereotyped spatial profile $d_k$ at $\hat{k} = \arg\max_k(v_k)$ is added to the set of spatial profiles. As $d_k$ only approximates the profile shape, a spatial profile that balances the observed data and prior shape information is obtained using a shape refinement step. The shape refinement step estimates $x_k$ from $R$ and $d_k$ as

$$\hat{x}_k = \frac{1}{N} \sum_t M(r_t) \frac{T_\lambda(r_t^T d_k)}{\|M(r_t)\|_2},$$ (5)

where $M(\cdot)$ is a mask that restricts the averaged frames to the location of $d_k$ (thereby preventing spurious activity from across the video from being included in the spatial profile $x_k$). The normalization by the magnitude of $r_t$ prevented spurious high activity frames, where the activity may not come from that particular neuron, from dominating the average and corrupting the results. In terms of the original cost function, this essentially prevents contributions from yet-to-be located neurons from influencing the spatial profile of the current neuron. While SCISM could be modified to refine all past spatial profiles at each iteration in order incorporate the new profile, such an extension is not explored here.
Given the updated spatial profile list, the time traces \( \mathbf{S} \) and \( \mathbf{s}_{bg} \) are obtained via non-negative LASSO
\[
\{ \hat{\mathbf{S}}, \hat{\mathbf{s}}_{bg} \} = \arg \min_{\mathbf{S}, \mathbf{s}_{bg} \geq 0} \left[ \| \mathbf{Y} - \mathbf{X} \mathbf{S}^T - \mathbf{X}_{bg} \mathbf{s}_{bg}^T \|_F^2 + \lambda_{sp} \sum_k \| \mathbf{s}_k \|_1 \right]
\] (6)
and the residual movie is updated as
\[
\mathbf{R} = \mathbf{Y} - \mathbf{X} \hat{\mathbf{S}}^T - \mathbf{X}_{bg} \hat{\mathbf{s}}_{bg}^T.
\]

The algorithm then repeats, using the new residual to find the next neural spatial profile, starting again from Equation (2).

We ran SCISM until either a pre-set number of spatial profiles was found, or the activity trace for the most recently found spatial profile was essentially zero. Ideally, however, SCISM would iterate until the recovered spatial profiles no longer resemble neurons. While our neural activity-based criterion attempted to determine if newly found spatial profiles represented neurons, more sophisticated methods would increase accuracy. Since testing if a spatial profile represents a neuron is still an open problem [10], one potential approach is to manually check new spatial profiles as they are found and manually stop when newer profiles are deemed to no longer be capturing neural activity. An example of SCISM processing vTwINS data is provided in Supplementary Video 7.

Once the algorithm is ended, the full-temporal resolution time-traces is obtained via non-negative LASSO (Eqn. (6)) with the non-temporally averaged data in place of \( \mathbf{Y} \).

**Algorithm 1** SCISM algorithm for locating pairs of neuronal images in volumetric calcium data.

1: Set \( \lambda_1, \lambda_2 \) and \( K \) or \( s_0 \)
2: Set \( m = 1 \)
3: Initialize \( \mathbf{\hat{X}}_{bg} = \frac{\text{Median}(\mathbf{y}_t)}{\| \text{Median}(\mathbf{y}_t) \|_2}, \mathbf{\hat{s}}_{bg} = \mathbf{\hat{X}}_{bg}^+ \mathbf{Y} \)
4: \( \mathbf{R} = \mathbf{Y} - \mathbf{\hat{X}}_{bg} \mathbf{\hat{s}}_{bg}^+ \mathbf{Y} \)
5: repeat
6: \( v_l = \sum_t T_{\lambda_1} (d_t^T \mathbf{r}_t)^2 \)
7: \( k = \arg \max_l v_l \)
8: \( \mathbf{\hat{x}}_k = \frac{1}{\sqrt{\mathbf{M}}} \sum_t \mathbf{M} (\mathbf{r}_t) \frac{T_{\lambda_2} (\mathbf{r}_t^T d_k)}{\| \mathbf{M} (\mathbf{r}_t) \|_2} \)
9: \( \{ \hat{\mathbf{S}}, s_{bg} \} = \arg \min_{\mathbf{S}, \mathbf{s}_{bg} \geq 0} \left[ \| \mathbf{Y} - \mathbf{X} \mathbf{S}^T - \mathbf{X}_{bg} \mathbf{s}_{bg}^T \|_F^2 + \lambda_{sp} \sum_k \| \mathbf{s}_k \|_1 \right] \)
10: \( R = Y - X \hat{S}^T - X_{bg} \hat{s}_{bg}^T \)
11: \( m = m + 1 \)
12: until \( \min_k \| \mathbf{s}_k \|_2^2 \leq s_0 \) OR \( m > K \)
13: Output \( \mathbf{\hat{X}}, \hat{\mathbf{S}}, \mathbf{\hat{X}}_{bg}, \hat{\mathbf{s}}_{bg} \)

To improve the computational efficiency of our method, we introduced two optional modifications to the algorithm's order of computations. First, because inner products of distant spatial profile shapes are nearly independent, multiple new spatial profiles can be selected at each iteration by seeking multiple, well-separated, local maxima of \( v_l \). Second, calculating all inner products with the residual at each iteration can be computationally expensive (essentially \( K \) 3D convolutions between each \( \mathbf{d}_k \) and the data). For small-to-medium sized datasets, we offset some of the computational burden, at the cost of additional memory, by using the linearity of the inner product. Using the
reformulation

\[(Y - XS^T)^T d_k = Y^T d_k - SX^T d_k,\]

the algorithm could pre-calculate the inner products with the data \((Y \ast d_k)\) and the spatial profiles \((X^T d_k)\), and the inner products with the residual were then calculated via a small number of outer products \(S(X^T d_k)\) and a subtraction operation. The computational savings of this reorganization, however, were diminished for larger datasets where memory allocation became as burdensome as calculating convolutions. SCISM was implemented in MATLAB and made use of the TFOCS library [11] to solve the weighted, non-negative LASSO optimization step. Typical analysis ran at a rate of approximately 20 s per profile found. The SCISM source code (written in MATLAB) and its documentation on its usage is available on Bitbucket (https://bitbucket.org/adamshch/scism).
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