







    Skip to main content




    
        
        Thank you for visiting nature.com. You are using a browser version with limited support for CSS. To obtain
            the best experience, we recommend you use a more up to date browser (or turn off compatibility mode in
            Internet Explorer). In the meantime, to ensure continued support, we are displaying the site without styles
            and JavaScript.


    




    

    
            

            
                
                    Advertisement

                    
        
            
    
        
            
                
        

    


        
    
                

            
        

    
        
            
                
                    
                    
                    
                        
                        
                            
                                
                                
                            
                        
                    
                    

                    
                    	
                            
                                View all journals
                            
                        
	
                            
                                Search
                            
                        
	
                            
                                Log in
                            
                        


                

            

        

        
            
                
                    
                        	
                                    
                                        Explore content
                                    
                                
	
                                    
                                        About the journal
                                    
                                
	
                                        
                                            Publish with us
                                        
                                    
	
                                    
                                        Subscribe
                                    
                                


                        	
                                    
                                        Sign up for alerts
                                    
                                
	
                                    
                                            RSS feed
                                    
                                


                    

                

            

        
    


    
    
        
            
                	nature



	nature neuroscience

	articles

	
                                    article


    
        
        
            
            
                
                    	Article
	Published: 27 July 2008



                    The temporal precision of reward prediction in dopamine neurons

                    	Christopher D Fiorillo1, 
	William T Newsome1 & 
	Wolfram Schultz2Â 



                    

                    
                        
    Nature Neuroscience

                        volumeÂ 11,Â pages 966â€“973 (2008)Cite this article
                    

                    
        
            	
                        4602 Accesses

                    
	
                        205 Citations

                    
	
                            9 Altmetric

                        
	
                    Metrics details

                


        

    
                    
                

                
                
    
    

    
    

                
            


        
            Abstract
Midbrain dopamine neurons are activated when reward is greater than predicted, and this error signal could teach target neurons both the value of reward and when it will occur. We used the dopamine error signal to measure how the expectation of reward was distributed over time. Animals were trained with fixed-duration intervals of 1â€“16 s between conditioned stimulus onset and reward. In contrast to the weak responses that have been observed after short intervals (1â€“2 s), activations to reward increased steeply and linearly with the logarithm of the interval. Results with varied stimulus-reward intervals suggest that the neural expectation was substantial after just half an interval had elapsed. Thus, the neural expectation of reward in these experiments was not highly precise and the precision declined sharply with interval duration. The neural precision of expectation appeared to be at least qualitatively similar to the precision of anticipatory licking behavior.
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                    Figure 1: Timing of anticipatory licking behavior (Experiment 1).


Figure 2: Dopamine neurons are sensitive to interval duration (Experiment 1).


Figure 3: Response of dopamine neurons to juice delivered earlier or later than usual (Experiment 2).


Figure 4: Response of dopamine neurons to juice delivered following a stimulus-reward interval that varied across trials (Experiment 3).


Figure 5: Responses of dopamine neurons as a function of a stimulus-reward interval that varies from trial to trial (Experiment 3).


Figure 6: A model of interval timing and the dopamine error signal that could account for the data of Figure 2d.
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