H I is expected to become largely molecular (H₂) before forming stars. Star formation is also an inefficient process, so lots of molecular gas should be left over.

By far the most abundant chemical in a molecular cloud is H₂, but it does not radiate detectable energy at typical cloud temperatures of 20–50 K. Like other astronomers, Braine et al. have to infer the amount of H₂ by observing radiation from accompanying trace molecules, principally carbon monoxide (CO). Crucial to this procedure is the assumed ratio of H₂ to CO in the cloud. This is known to depend on the chemical abundance in the surroundings, in this case the TDG. The few existing studies of TDGs suggest that their abundances are sufficiently like those in our Galaxy to justify Braine et al.’s use of the ‘standard’ CO-to-H₂ conversion factor derived for molecular clouds near the Sun.

Many tidal tails have been searched for CO (refs 11,12), but it has been detected in only three of 15. Two serious impediments prevent us from associating these with true TDGs. First, the detected CO is nearby and moving rather slowly with respect to the probable parent galaxies. It is not obviously escaping. Admittedly the situation is unclear because as usual the velocity is measured in only one direction, and the spatial separation relies on only two coordinates. Second, although the CO appears to accompany the atomic gas, the observations do not distinguish between molecules that were pulled out of the parent galaxy or that were formed within the ejected H I. The latter is favoured by observations suggesting that H I in most large galaxies extends farther from the centre of mass than CO, and so should be easier to remove. Such a distinction is vital if one wants the ejected material to look like an irregular dwarf galaxy after leaving the site of the interaction — a journey requiring more than 10 years. In the accepted picture, continuing star formation demands ongoing formation of molecular gas.

Braine et al.11 present the first reasonably strong case that some TDGs can synthesize new molecular clouds. The CO in their clouds is far removed from the parent galaxy and moving rapidly. It also appears to be concentrated at the same location as the H I, and to share its velocity. Coincidence in location and motion is expected if the molecules formed in situ from the atomic gas in the runaway cloud, but difficult to understand otherwise. The velocities and distributions of the H I and CO are sufficiently similar to support the case for in situ formation. My chief reservation is that the CO emission is sampled at only a few spots — certainly enough to suggest that it follows the atomic gas, but too few to make a solid case. More complete sampling would help.

It is unlikely that all irregular dwarf galaxies were once TDGs — for one thing most molecules is a good indicator of stability. I would agree that a gas cloud that is breaking up is not a good place to form molecules. But tidally stripped material is clumpy, probably on smaller scales than we have yet probed. It is possible that molecules could still form within small, stable clumps, however dispersed. Computer simulations of interactions cannot yet resolve this issue; meanwhile I remain sceptical.

One final question: why hasn’t CO been seen in other tidal features, such as the merging galaxies shown in Fig. 1? If one assumes the most reasonable value for the CO-to-H₂ conversion factor, then earlier upper limits on detection are generally consistent with the CO signals seen by Braine and colleagues. Again, additional (and more sensitive) data are needed. The detections of molecular gas in TDGs are certain to stimulate such observations, and to lead to a better understanding of the formation of dwarf galaxies.

Gary Welch is in the Department of Astronomy and Physics, Saint Mary’s University, Halifax, Nova Scotia, B3H 3C3, Canada.

c-mail: g Welch@stf. stmarys. ca

of these seven million are animals and about 85% are terrestrial.

Humanity is rapidly destroying habitats that are most species-rich. About two-thirds of all species occur in the tropics, largely in the tropical humid forests. These forests originally covered between 14 million and 18 million square kilometres, depending on the exact definition, and about half of the original area remains. Much of the rainforest reduction is recent, and clearing now eliminates about 1 million square kilometres every 5 to 10 years. Burning and selective elimination of endangered plants is rapid and can eliminate about 1 million square kilometres every 5 to 10 years. Burning and selective elimination of endangered plants is rapid and can eliminate about 1 million square kilometres every 5 to 10 years.

To convert habitat loss to species loss, the principles of island ecology are applied to the terrestrial ‘islands’ that remain in a ‘sea’ of converted land. The relationship between number of species and island area is nonlinear, and from this one can predict how many species should become extinct as the size of the forest islands shrinks. These doomed species do not disappear immediately, however.

How does one go about calculating the rate of species extinctions from habitat fragments? There have been only a few such estimates, but projections based on a species survivorship curve with a half-life of roughly 30 years seem reasonable. Combining the rate of habitat loss, the species-to-area relationship and the survivorship curve gives a crude extinction curve (curve a in Box 1). From this, we would expect that current extinction rates should be modest — on the order of a thousand species per decade, per million species, a figure that matches other estimates.

Because the species–area curve is nonlinear, the clearing to date of half of the humid forests is predicted to eliminate only 15% of the species that they contain. The time delays before extinction mean that many more species should be ‘threatened’ than have already become extinct; that is, they are thought likely to become extinct in the wild in the medium-term future. At least 12% of all plants and 11% of all birds come into this category.

Of course, clearing the remaining half of the forests would eliminate the other 85% of species that they contain. The extinction curve should accelerate rapidly to a peak by the middle of the twenty-first century if the rate of forest clearing remains constant. But it will be upon us sooner if that rate is increasing — as seems probable.

Once the extinction peak has passed, the extinction curve declines into the twenty-second century as species are lost from the remaining fragments of habitat. The relative height of the peak depends critically on the amount of habitat that remains. A value of 5% of remaining habitat (see Table 1 on page 854) would protect about 50% of all the forests’ species; smaller percentages would lead to smaller estimates of surviving species.

Modest tinkering with parameters does not alter the ‘fewer extinctions now, many more later’ feature of the extinction curve (curve a in Box 1). But the calculations of Myers et al. do. They show that roughly 30–50% of plant, amphibian, reptile, mammal and bird species occur in 25 hotspots that individually occupy no more than 2% of the ice-free land surface (see the map on page 853). That is, terrestrial species with small geographical ranges are numerous and they have highly clumped distributions. Myers et al. exclude the oceans from their analysis. But there, too, fishes and other organisms dependent on coral reefs are similarly concentrated.

Habitat destruction acts like a cookie cutter stamping out poorly mixed dough. Species found only within the stamped-out area are themselves stamped out. Those found more widely are not. Moreover, species with small ranges are typically scarcer within their ranges than are more widely distributed species, making them yet more vulnerable. Consequently, even random destruction would create centres of extinction that match the concentrations of small-ranged species — the hotspots.

Worse, however, Myers et al. show that the cookie cutter is not random — it is malevolent. In the 17 tropical forest areas designated as biodiversity hotspots, only 12% of the original primary vegetation remains, compared with about 50% for tropical forests as a whole. Even within these hotspots, the areas richest in endemic plant species — species that are found there, and only there — have proportionately the least remaining vegetation and the smallest areas currently protected.

Applying the species–area relationship to the individual hotspots gives the prediction that 18% of all their species will eventually become extinct if all of the remaining habitats within hotspots were quickly protected (curve c in Box 1). Assuming that the higher-than-average rate of habitat loss in these hotspots continues for another decade until only the areas currently protected remain (curve b in Box 1), these hotspots would eventually lose about 40% of all their species. All of these projections ignore other effects on biodiversity, such as the possibly adverse impact of global warming, and the introduction of alien species, which is a well-documented cause of extinction of native species.

Unless there is immediate action to salvage the remaining unprotected hotspot areas, the species losses will more than double. There is, however, a glimmer of light in this gloomy picture. High densities of small-ranged species make many species vulnerable to extinction. But equally this pattern allows both minds and budgets to be concentrated on the prevention of nature’s untimely end. According to Myers et al., these areas constitute only a little more than one million square kilometres. Protecting them is necessary, but not sufficient. Unless the large remaining areas of humid tropical forests are also protected, extinctions of those species that are still wide-ranging
should exceed those in the hotspots within a few decades (Box 1).
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Laser physics

Attosecond pulses at last
Paul Corkum

For the past five years, scientists have stood on the threshold of generating attosecond laser pulses but have been unable to cross it. (An attosecond — 10–18 s — is to one second as one second is to the age of the Universe.) This may have finally changed with the publication of a paper by Papadogiannis et al. (Phys. Rev. Lett. 83, 4289–4292; 1999), who claim to have measured trains of attosecond pulses. The previous record for the shortest laser pulse was 4.5 × 10–13 s (4.5 femtoseconds). Pulses in the femtosecond range led to the development of femtochemistry — making it possible to study chemical reactions in real time — for which the 1999 Nobel Prize in Chemistry was awarded to Ahmed Zewail. But the production of the attosecond pulse is produced, and using a rare gas for the laser field science) for a decade or more and the necessary tools are well developed. For example, normal visible laser pulses contain electric fields that change significantly during 100 attoseconds (Fig. 1). The electric field of the light pulse is proportional to the force that the field exerts on any electrically charged particle. With modern laser technology, the forces can be very large and precisely controlled. So, hidden within the interactions of intense visible laser light with matter are attosecond or near-attosecond phenomena induced by the laser field.

Indirect, attosecond science can explain the attosecond pulses produced by Papadogiannis et al. As the electric field of the laser becomes strong, one of the electrons is pulled free from an atom in the argon gas. Once free, it moves in response to the strong force of the laser; first it is driven away from the ion, then back. Its path can be compared to that of a lifeboat launched from a ship in a stormy sea. The ship (or ion) from which it detached is an obstacle that remains in the area and with which it can collide. As the lifeboat and ship analogy, the wave determines the possible time of collision. In the violent electron–ion collision that may occur, very-short-wavelength radiation can be emitted. So the precise synchronization of the individual attosecond pulses with the much-longer-wavelength radiation that produced them (Fig. 1) is not an accident, but is forced by the field. Quantum mechanics adds ‘fuzziness’ to this essentially classical description, but does not change it much.

No experiments have yet been performed with attosecond pulses, and we cannot even produce an isolated pulse. There are, however, many ideas and proposals waiting in the wings, all involving increasingly precise control over oscillations of the strong laser field. Once attosecond pulses can be produced routinely, indirect and direct attosecond science will become increasingly integrated.

Whereas the goal behind the development
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