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Toward a mechanistic understanding
of how natural bacterial communities
respond to changes in temperature
in aquatic ecosystems

Edward K Hall1, Claudia Neuhauser and James B Cotner
Department of Ecology, Evolution and Behavior, University of Minnesota, St Paul, MN, USA

We examine how heterotrophic bacterioplankton communities respond to temperature by
mathematically defining two thermally adapted species and showing how changes in environmental
temperature affect competitive outcome in a two-resource environment. We did this by adding
temperature dependence to both the respiration and uptake terms of a two species, two-resource
model rooted in Droop kinetics. We used published literature values and results of our own work
with experimental microcosms to parameterize the model and to quantitatively and qualitatively
define relationships between temperature and bacterioplankton physiology. Using a graphical
resource competition framework, we show how physiological adaptation to temperature can allow
organisms to be more, or less, competitive for limiting resources across a thermal gradient (2–34 1C).
Our results suggest that the effect of temperature on bacterial community composition, and
therefore bacterially mediated biogeochemical processes, depends on the available resource pool in
a given system. In addition, our results suggest that the often unclear relationship between
temperature and bacterial metabolism, as reported in the literature, can be understood by allowing
for changes in the relative contribution of thermally adapted populations to community metabolism.
The ISME Journal (2008) 2, 471–481; doi:10.1038/ismej.2008.9; published online 7 February 2008
Subject Category: microbial population and community ecology
Keywords: resource competition; temperature–resource interactions; community succession; Droop
model; variable yield model; bacterioplankton

Introduction

Heterotrophic prokaryotes (bacteria) play an essen-
tial role in every ecosystem on the planet. In
oligotrophic aquatic systems, bacterioplankton often
dominate the biota both in biomass and in metabo-
lism (Azam et al., 1983; Cho and Azam, 1988).
However, although the effect of temperature on
individual taxa is well studied, the effect of
temperature on the metabolism of natural bacterial
communities remains unclear (Rivkin et al., 1996;
del Giorgio and Cole, 2000). For example, in a
survey of published literature, Rivkin et al. (1996)
found only a weak positive correlation between
temperature and specific growth rate with approxi-
mately two orders of magnitude variation around the
trend, making it difficult to project how rising

temperatures will affect extant bacterial commu-
nities. Such ambiguity most likely results from a
variety of environmental and biological interactions
with two key sources often being identified: (a) the
interactive effects of temperature and resources on
bacterial physiology and (b) changes in community
composition of the bacterial community across
temporal and spatial thermal gradients. While the
interactive effects of nutrients on the metabolic
response of bacteria to temperature have been
thoroughly discussed in the literature (Pomeroy
and Wiebe, 2001), only recently with the application
of molecular techniques has it become clear that
seasonal changes in community composition are
common in marine and freshwater ecosystems
(Pinhassi and Hagstrom, 2000; Crump and Hobbie,
2005; Fuhrman et al., 2006; Shade et al., 2007).
Temperature is often suggested to be one of the
primary drivers of seasonal succession in bacterial
communities and also a key factor in recently
described biogeographic patterns in marine bacterial
communities (Pommier et al., 2005).

To better understand how long-term (that is,
climate change) and short-term changes in
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temperature (for example, mixing events, seasonality)
affect bacterially mediated biogeochemical processes,
it is important to mechanistically define how
temperature and resources interact to change com-
munity composition and metabolism. To do this, we
propose a mechanistic framework of bacterioplank-
ton community dynamics that (a) allows for a
variable biomass stoichiometry and (b) is composed
of thermally adapted populations.

Traditionally, bacteria have been thought of as a
low carbon/phosphorus (C:P) component of the
pelagic food web with a constrained biomass
stoichiometry (Fagerbakke et al., 1996). However,
emerging evidence suggests that bacterial C:P ratios
can be significantly higher than traditionally
thought and highly variable (Elser et al., 1995;
Villar-Argaiz et al., 2002; Hall, 2006). To reflect this,
we used a Droop-style model to allow for a variable
biomass stoichiometry and also to allow resource
uptake to vary in relation to the changing cell quota
of that resource. In addition, we allow for differ-
ences in minimal phosphorus quota (QP

min) between
cold-adapted and warm-adapted species by allow-
ing the warm-adapted species to have a lower
minimal phosphorus cell quota (QP

min) than the
cold-adapted species (Box 4), consistent with work
from previous research including our own (Cole
et al., 1993; Nishimura et al., 2005; Cotner et al.,
2006). An advantage of including these biologically
tenable biomass dynamics is that it also allows us to
evaluate the role of bacteria as recyclers or sinks of
limiting nutrients across thermal gradients.

The most essential aspect of the model presented
here is the assumption of a trade-off between uptake
(nmax) and respiration (RB) in thermally adapted
species. In our model, a species can either have the
ability to uptake substrate at low temperature or
have limited respiration at higher temperature, but
not both. In prokaryotes, uptake and energy genera-
tion occur across a single membrane. Prokaryotic
cells, therefore, must at all times maintain mem-
brane fluidity in a range that optimizes the move-
ment of transmembrane proteins and uptake, but
does not allow protons to re-enter the cell via
nonspecific channels, which would reduce proton-
motive force and increase respiratory costs. Because
the lipids that compose bacterial membranes have
well-known thermal properties, the cell must be
able to adjust membrane composition to changing
temperature (Russell and Fukunaga, 1990). How-
ever, due to the energy and substrate requirements
associated with alteration of extant lipids or de novo
synthesis of novel lipids (Mansilla et al., 2004),
alteration of membrane composition may not be
feasible in nutrient-limited environments. There-
fore, it is reasonable to assume that environmental
pressures select for bacterial populations that con-
tain membranes that are optimized for a specific
temperature (Nichols et al., 1993). Bacterial com-
munities sampled from two lakes in Central Minne-
sota, USA, in January and August were subjected to

a range of temperatures. Respiration of the January
community consistently increased more than re-
spiration of the August communities with increas-
ing temperatures (Hall and Cotner, 2007). This result
is consistent with the proposed mechanism of
thermal adaptation.

Below we evaluate how this trade-off in tempera-
ture-dependent physiological parameters results in
changes in bacterial community composition due to
competitive exclusion across thermal gradients. We
use model simulations to show how changes in
community composition can lead to more, or less,
dynamic ‘community’ metabolic responses to tem-
perature than experimental temperature forcing of a
single population would predict. Finally, we solve
the model analytically and show, by extending the
graphical resource competition framework devel-
oped by Tilman (1980), how changing temperature
results in different resource requirements and there-
fore changes in the competitive ability of thermally
adapted species.

Materials and methods

We modified a two-resource, two species Droop-
style model (Thingstad, 1987) to include tempera-
ture dependence. The parameters and temperature-
dependent functions in this model were estimated
from empirical data derived from a series of
experimental microcosms using bacterial commu-
nities from two lakes in North Central Minnesota,
USA, during summer and winter (Hall, 2006;
Hall and Cotner, 2007) and from a series of
published studies, as noted. The full set of equations
that define the model are listed in Boxes 1, 2 and 3,
and the parameters used in each simulation
are those listed in Box 4, unless otherwise specified.
Below we describe how we arrived at the
estimates for the values and functions used to
incorporate temperature dependence into the
model and for the values of the temperature-
independent parameters.

Bacterial respiration (RB)
To incorporate temperature dependence into bacter-
ial respiration, RB (Equation (2e)), we assumed
maintenance metabolism (rmain—as defined in
Equation (3c)) to be an increasing function of
temperature. Depending on the value used for
parameter L in Equation (3c) (see Box 4), rmain either
saturates or increases, in an approximately
exponential fashion, over the temperature range
2–34 1C (Figure 1a). Based on data from our
experimental work, we modeled cold-adapted
communities to have respiration increase more with
temperature relative to warm-adapted communities
(Hall and Cotner, 2007). Therefore, we selected
the parameters in Equations (2e) and (3c) in a
manner that allowed model output so that the
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cold-adapted species (L¼ 2) approximated empirical
data of a bacterial community sampled in winter
and the warm-adapted species (L¼ 8) approximated
empirical data of a community sampled in summer
(Figure 1b). By incorporating temperature depen-
dence into the respiratory function (RB) in this
manner, we were able to allow for a consistent
transition from a cold-adapted respiration response
to a warm-adapted respiration response by adjusting
the parameter L in Equation (3c) while holding
all other components of Equations (2e) and (3c)
constant.

Maximum uptake rate (nmax)
The range of values of maximal carbon and
phosphorus uptake rates (nCmax and nPmax, respectively)

were taken from published literature values of single
populations and natural communities obtained
during multiple seasons or over a range of experi-
mentally manipulated temperatures (Kato, 1985;
Robarts et al., 1991; Cotner and Wetzel, 1992;
Button, 1998). Published results of the effect of
temperature on nmax suggest either a positive-linear

Box 1 Differential equations that define the model

dP

dt
¼ �nPBþ DðP0 � PÞ ð1aÞ

dC

dt
¼ �nCBþ DðC0 � CÞ ð1bÞ

dBC

dt
¼ �nCB� BCD � RBB ð1cÞ

dBP

dt
¼ �nPB� BPD ð1dÞ

dB

dt
¼ ðmB � DÞB ð1eÞ

Box 3 Parameter equations that define the model

nmax
C ¼ 1

3:25þ ðme�0:175T Þ ð3aÞ

nmax
P ¼ 1

11:25þ ðse�0:125T Þ ð3bÞ

rmain ¼ 1

L þ ð7000e�0:25T Þ ð3cÞ

Box 2 Parameter equations that define the model

nP ¼ aPP
KP þ P

ð2aÞ

aP ¼ nmax
P

Qmax
P �QP

Qmax
P �Qmin

P

ð2bÞ

nC ¼ aCC
KC þ C

ð2cÞ

aC ¼ nmax
C

Qmax
C �QC

Qmax
C �Qmin

C

ð2dÞ

RB ¼ rgroQCmB þ rmainðQC �Qmin
C Þ ð2eÞ

mB ¼ mmax
B 1�Qmin

P

QP

� �
1�Qmin

C

QC

� �
ð2fÞ

Box 4 The parameter definitions and values used in each
simulation, unless otherwise stated

D¼dilution rate, that is, mortality, 0.0075 (h�1)
P¼nutrient pool concentration, initially P0¼0.4 (mmolP l�1)
C¼ carbon pool concentration, initially C0¼40 (mmolC l�1)
P0¼nutrient supply concentration, 0.175 (unless otherwise
stated) (mmol l�1)
C0¼ carbon supply concentration, 40 (unless otherwise stated)
(mmol l�1)
B¼ bacterial pool size (�109 cells l�1)
BC¼ carbon content of bacterial biomass pool, initially 50
(mmolC l�1)
BP¼phosphorus content of bacterial biomass pool, initially
0.5 (mmolP l�1)
B¼ bacterial pool size (�109 cells l�1)
m¼ shape of C uptake function; from 5 (cold) to 27.5 (warm)
(dimensionless)
L¼ limit on respiration function; from 2 (cold) to 8 (warm)
(dimensionless)
s¼ shape of N uptake function; from 20 (cold) to 110 (warm)
(dimensionless)
RB¼ specific respiration rate (mmolC per h per 109 cells)
rgro¼portion of respiration attributed to anabolism, 0.1
(dimensionless)
rmain¼portion of respiration attributed to catabolism (h�1)
nP¼ rate of phosphorus uptake (mmolP per h per 109 cells)
nPmax¼maximum rate of phosphorus uptake (mmolP per h per
109 cells)
nC¼ rate of carbon uptake (mmolC per h per 109 cells)
nCmax¼maximum rate of carbon uptake (mmolC per h per 109

cells)
mB¼ specific growth rate (h�1)
mB
max¼maximum specific growth rate, 0.1 (h�1)

aP¼proportional phosphorus uptake constant (mmolP per h
per 109 cells)
aC¼proportional carbon uptake constant (mmolC per h per 109

cells)
QC¼ cellular carbon content (mmolC per 109 cells)
QC

min(warm)¼QC
min(cold)¼4.5; QC

max(warm)¼QC
max(cold)¼ 100

QP¼ cellular phosphorus content (mmolP per 109 cells)
QP

min (warm)¼ 0.02; QP
min(cold)¼0.05;

QP
max(warm)¼QP

max(cold)¼2.25
KP¼half-saturation constant for P, 0.2 (mmol l�1)
KC¼half-saturation constant for C, 0.3 (mmol l�1)
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or positive-saturating response to be a reasonable
approximation of how nmax responds to increasing
temperature (Kato, 1985). Therefore, we incorporated
temperature dependence into each uptake function by
maintaining a similar range of values for each ‘species’
and changing the shape of the response to tempera-
ture. For both carbon and phosphorus uptake, nmax of
the warm-adapted species increases in an approxi-
mately linear fashion with temperature for most of the
temperature range, while nmax of the cold-adapted
species is a saturating function of temperature (Figures
1c and d, respectively). Using two different shapes to
define the relationship between nmax and temperature
allows cold-adapted communities to have higher
maximum uptake rates at lower temperatures, but a
dissipating advantage as temperature increases. The
difference in the shape of the temperature–nmax

relationship is manipulated by changing a single term
in Equation (3a) or (3b). Similar to the respiration
function (Equation (3c)), this allows us to evaluate a
consistent transition from a cold-adapted uptake
response to a warm-adapted uptake response by only
adjusting the parameters m and s while holding all
other parameters constant.

Half-saturation constant (K)
The values for the half-saturation constant (K) were
chosen to be 0.2 for phosphorus and 0.3 for carbon.
Although we recognize that the half-saturation
constant is most likely not independent of changes
in temperature, previous researchers who attempted
to find the relationship between K and temperature
were unable to illustrate a consistent trend (Tilman
et al., 1981; Mechling and Kilham, 1983; Ellis-Evans
and Wynn-Williams, 1985). However, because nmax

in our model is an increasing function of tempera-
ture, holding K constant results in a decreasing
specific affinity (nmax/K) with a decreasing tempera-
ture, which is consistent with how bacterial phy-
siology has been shown to respond to temperature
(Nedwell, 1999).

Cell quotas (QP and QC)
QP and QC were estimated by dividing the particu-
late carbon and particulate phosphorus in the
41mm fraction by bacterial abundance from our
microcosm experiments described elsewhere (Hall
and Cotner, 2007) and reported here (Table 1). The

Figure 1 (a) The effect of temperature on the rmain term for the values of L used to parameterize the cold-adapted species (L¼ 2) and the
warm-adapted species (L¼8) and two values in between. (b) The parameters in the respiration function were set so that the RB of each
species when simulated independently fits empirical data of a bacterial community isolated from a single lake in North Central
Minnesota in August, SBR (warm) and in January, SBR (cold) (Hall and Cotner, 2007). (c) The effect of temperature on the carbon (vC

max)
and (d) phosphorus (vP

max) maximum uptake rates. The cold-adapted species is modeled with s¼ 20 and m¼5 and the warm-adapted
community has s¼110 and m¼27.5, for Equations (3a) and (3b), respectively.
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minimum and maximum observed values were then
used to estimate the range and quantity of the
minimum cell phosphorous and minimum cell
carbon content (QP

min and QC
min) and maximum cell

phosphorus and maximum cell carbon content (QP
max

and QC
max). Our estimates are consistent with values

reported elsewhere and calculated using multiple
methods (Fagerbakke et al., 1996; Villar-Argaiz
et al., 2002).

Previous studies have suggested that warm-
adapted species have been selected to have lower
phosphorus cell quota (QP

min) than cold-adapted
species (Nishimura et al., 2005). Also larger cells,
indicative of higher nutrient content, have also been
associated with cold hypolimnetic waters (Cole
et al., 1993) and cells grown in culture were shown
to have increasing P requirements at lower tempera-
tures when growth rate was held constant (Cotner
et al., 2006). Therefore, we modeled cold-adapted
species to have higher QP

min than warm-adapted
species.

Additional parameters
Resource supply rates (P0 and C0) used in the
simulations were chosen to produce dissolved
chemistry values that mimicked the dissolved
chemistry of natural lacustrine systems where
phosphorus limits growth. Growth rate
(D¼ 0.0075h�1) was chosen to represent slow-grow-
ing bacterioplankton common in oligotrophic
systems (Rivkin et al., 1996). We modeled seasonal
temperature using a sinusoidal function that ap-
proximated seasonal changes in eplilimnetic tem-
perature from a small temperate lake (Wetzel, 2001).
Other initial conditions were chosen to be similar to
equilibrium conditions and had little to no impact
on model output. Finally, it is important to note
that growth rate at equilibrium, set as the dilution
rate, could be met across the entire experimental
temperature range, 2–34 1C, when species were run
individually. Therefore, decreases in abundance
when species are run together were due to
competitive exclusion and not to washout. All
simulations were performed using Berkeley
Madonna version 8.3.12.

Results

Simulations
For the parameters in Box 4, we evaluated the
bacterial abundance of each species at equilibrium
for temperatures between 2 and 34 1C. As predicted,
cold-adapted species dominated at cold tempera-
tures To15 1C and the warm-adapted species domi-
nated at T415 1C with a two species co-dominance
point near 15 1C (Figure 2a). When we applied a
temperature function representative of seasonal
changes in the epilimnion of temperate lakes, each
species’ population dynamics oscillated over time,
with the cold-adapted species dominating in winter
and spring, and the warm-adapted species dominat-
ing in summer and fall (Figure 2b). It is interesting to
note that while the cold-adapted species clearly
dominated during the colder seasons, the level of
bacterial abundance never reached the levels of the
warm-adapted species due to slower kinetics at
lower temperatures.

We then evaluated how the change in community
composition affected bacterial growth efficiency
(BGE), biomass C:P and bacterial production (BP)

Figure 2 (a) The simulation model run of the changes in the
abundance of each species at equilibrium from 2 to 34 1C. (b) The
simulation model run of the changes in the abundance of each
species at equilibrium from 2 to 34 1C when temperature is a
sinusoidal function of time. The temperature function simulates
the change of epilimnetic temperatures in a small temperate lake
as described in the Materials and methods section. Seasonal
oscillations between each population are shown. Note that
species abundance is shown on the secondary y axis while
temperature is shown on the primary.

Table 1 Empirically determined Qmin and Qmax values used to
parameterize the model

C N P C:N:P

Qmin August 4.45 (0.55) 0.70 (0.007) 0.035 (0.007) 127:20:1
Qmin January 3.36 (1.53) 0.28 (0.035) 0.030 (0.014) 112:9:1
Qmax August 51.25 (0.70) 10.41 (2.39) 0.72 (0.057) 72:15:1
Qmax January 94.30 (35.35) 19.56 (3.07) 2.18 (0.10) 94:20:1

See text for details on calculations. Mean values are expressed as
mmol C, N or P per 109 cells (±1 s.d.).
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of the community (that is, with each species
normalized for relative abundance) for the same
range of temperatures. For each species individu-
ally, BGE decreased with temperature over a range
that is representative of previously reported values
of BGE from natural communities (Figure 3a). How-
ever, due to the switch in the relative abundance
between the cold-adapted and the warm-adapted
species, community BGE decreased from 2 to 14 1C,
increased from 14 to 19 1C and again decreased from
19 to 34 1C (Figure 3a).

Biomass C:P responded to temperature differently
between species and across the temperature range.
As temperature increased, the warm-adapted spe-
cies C:P increased from 2 to 14 1C and then
decreased from 14 to 34 1C, while the cold-adapted
species decreased with increasing temperature
(Figure 3b). Again, due to changes in species
abundance across that range, the community signal
was different from the signal from the individual
populations. Community biomass C:P decreased
from 2 to 14 1C, did not change from 14 to 19 1C
and again decreased from 19 to 34 1C (Figure 3b).

Changes in BP mimic changes in biomass because
growth rate (h�1)¼D at equilibrium, and D was
constant for all model runs. Nonetheless, it is
interesting to note how changes in the biomass pool
of each species result in changes in community BP
across the range of simulated temperature. Commu-
nity BP showed a unimodal response to temperature
(Figure 4), which is qualitatively similar to observa-
tions from communities sampled in natural settings
(Fuhrman and Azam, 1983; Simon et al., 1999). This
pattern resulted from changes of each species with
temperature and shifts in biomass across that
temperature range. The cold-adapted species main-
tained a constant BP until 13 1C and then decreased
while the warm-adapted species rapidly increased
from 13 to 19 1C and then gradually decreased from
19 to 34 1C (Figure 4).

Theoretical analysis
To explore the mechanisms behind the population
dynamics outlined above, we analytically solved the
model at equilibrium and looked at the changes
in the zero net growth isoclines (ZNGIs) in two-
resource space across the simulated temperature
range. Below, we first define the ZNGIs with respect
to cell quota (QP and QC) at equilibrium and then
analytically show that cell quota at equilibrium is
directly related to residual resource concentration (P
and C). We then show graphically (Tilman, 1980)
how competitive outcome changes with tempera-
ture. Finally, we discuss how different parameters
affect the position of the ZNGIs and the implications
for this in determining competitive outcome.

At equilibrium, growth, mB, is equal to the loss rate
D, by definition:

D ¼ mmax
B 1�Qmin

P

QP

� �
1�Qmin

C

QC

� �

Figure 3 (a) The changes in bacterial growth efficiency (BGE) for each species and for the community as a whole at equilibrium across
the range of temperatures 2–34 1C. Each species’ contribution to community biomass was weighted relative to its biomass and combined
to determine total community BGE. (b) The changes in biomass C:P for each species and for the community as a whole at equilibrium
across the range of temperatures 2–34 1C. Each species’ contribution to community biomass was weighted relative to its biomass and
combined to determine total community biomass C:P.

Figure 4 The relative contribution of each species to community
bacterial production at equilibrium across the range of tempera-
tures 2–34 1C.
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Algebraically rearranging this equation allows us to
solve for cellular carbon content (QC) at equilibrium:

QC ¼ Qmin
C ð1� ðQmin

P =QPÞÞ
1� ðQmin

P =QPÞ � ðD=mmax
B Þ

ð1Þ

Equation (1) (solved above for QC) defines the ZNGIs
in QP and QC space (Figure 5). Note that at
equilibrium, the isocline does not depend on
temperature (Equation (1)). Furthermore, it is im-
portant to note that the horizontal and vertical
asymptotes (limits to the isocline) are given by

QP ¼ Qmin
P

1� ðD=mmax
B Þ ð2:1Þ

QC ¼ Qmin
C

1� ðD=mmax
B Þ ð2:2Þ

Because Equations (2.1) and (2.2) set the limits for
the ZNGIs, it is clear that when growth (D at
equilibrium) is much smaller than mB

max, the position
of the asymptote of the ZNGI approaches the
minimum cell quota for either resource (QP

min or
QC

min). Similarly, as D approaches mB
max, the position

of the ZNGI moves away from the minimal cell
quota. To translate ZNGIs from QP vs QC space to
two-resource space (P and C), we set dBP/dt¼ 0 and
combine the solution of dBP/dt¼ 0 with the equation
for nP at equilibrium remembering that QP¼BP/B.
This gives

nmax
P

Qmax
P �QP

Qmax
P �Qmin

P

P

KP � P
¼ DQP ð3Þ

Rearranging Equation (3) to solve for P, we have

P ¼ DQPKP

nmax
P ððQmax

P �QPÞ=ðQmax
P �Qmin

P ÞÞ � DQP

ð3:1Þ

Similarly, setting dBC/dt¼ 0, we have nC�RB¼DQC.
Substituting in the complete equation for nC and RB

from Box 2, we have

nmax
C

Qmax
C �QC

Qmax
C �Qmin

C

C

KC þ C

� ðrgroQCmB þ rmainðQC �Qmin
C ÞÞ ¼ DQC

ð4Þ

Rearranging Equation (4) and solving for C, we have

C ¼ KCðDQC þ RBÞ
nmax
C ððQmax

C �QCÞ=ðQmax
C �Qmin

C ÞÞ � ðDQC þ RBÞ
ð4:1Þ

Equations (3.1) and (4.1) define ZNGIs in P and C
space. For a single temperature, all terms in
Equations (3.1) and (4.1) with the exception of QP

in Equation (3.1) and QC in Equation (4.1) are
constant. In other words, at a set temperature, P is
strictly a function of QP and C is strictly a function of
QC. To translate ZNGIs from QP and QC space to P
and C space and maintain a framework that is

amenable to graphical analysis, it is essential that
each point from the ZNGI in QP and QC space maps
to one and only one point in P and C space. This is
true for our model and can be demonstrated
analytically by showing that the first derivatives of
Equation (3.1) with respect to QP, and Equation (4.1)
with respect to QC, remain positive for all values of
QP and QC. It is also important to note that while the
ZNGIs we calculated in QP and QC space (Equations
(2.1) and (2.2)) are temperature independent, the
position of ZNGIs in P and C space is temperature
dependent (because Equations (3.1) and (4.1) con-
tain parameters that depend on temperature, that is,
nmax and RB). At temperatures where the isoclines for
each species cross, the area of coexistence and
competitive exclusion is defined by calculating the
resource consumption vectors for each species and
plotting them from the two species equilibrium
point. We arrive at the equation for the consumption
vectors in the form used by Tilman (1980) but
modified here to the form of our variable yield
model:

D
P0 � P
C0 � C

� �
� B1

QP1D
QC1D þ RB1

� �

�B2
QP2D
QC2D þ RB2

� �
¼ 0

0

� �
ð5Þ

We derive this form of the resource consumption
vector that resembles the more commonly seen
version used by Tilman (1980), recalling that at
equilibrium

nPB ¼ BPD ¼ BQPD ð5:1Þ

and

nCB ¼ BCD þ RBB ¼ BðQCD þ RBÞ ð5:2Þ

However, it is important to note that the consump-
tion vectors for this Droop-style model as we have
defined it are not constant in P and C space.

Figure 5 Zero net growth isoclines for the cold-adapted and
warm-adapted species in cell quota (QP and QC) space using the
parameters listed in Box 4, except QC

min¼ 2.5 for the warm-
adapted species.
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Therefore, graphical analysis for resource consump-
tion is not the same as in a constant yield resource
model where consumption vectors can be graphi-
cally estimated and superimposed at the point of
two species coexistence to define regions of coex-
istence and competitive outcome (Tilman, 1980).
However, at the point of two species equilibrium,
the consumption vectors can be calculated using
Equation (5) and used to define regions of coex-
istence and competitive exclusion in the same
manner as in resource competition theory (Turpin,
1988). Here, we do not evaluate the stability of two
species equilibria because in many natural aquatic
ecosystems, temperature is not static in time and
therefore two species equilibrium points are un-
likely. Below we show that competitive outcome
changes with environmental temperature as the
position of the ZNGIs changes with temperature.
In a thermally stable environment, more attention
could be paid to the possibility of coexistence and
what level of thermal stability is necessary to
maintain multi-species coexistence.

We used the ZNGIs defined in Equations (3.1) and
(4.1) to evaluate competitive outcome graphically in
P and C space following a traditional resource
competition framework. We focused on how differ-
ent temperatures affect the position of the ZNGIs for
the cold- and warm-adapted species (as defined
above) and how changes in these positions with
changes in temperature affect competitive outcome.

Using the parameters for each species as defined
in Box 4 for T¼ 7.5 1C, the cold-adapted species’
ZNGI is below the ZNGI of the warm-adapted
species and is therefore the superior competitor for
all possible resource ratios (Figure 6). At 15 1C, the
cold-adapted species has a lower minimum C
requirement than the warm-adapted species, while
the warm-adapted species maintains a lower re-
quirement for P than the cold-adapted species;
therefore, coexistence is possible and the competi-
tive outcome depends on the nutrient supply ratio
(Figure 6). For T¼ 27.5 1C, the warm-adapted spe-
cies consistently has lower P and C requirements
than the cold-adapted species and therefore can

outcompete the cold-adapted species regardless of
resource supply ratio (Figure 6). The competitive
outcomes predicted by this graphical analysis are
consistent with the simulation run for these para-
meter values, which shows a two species equili-
brium near 15 1C and competitive dominance on
either side of this temperature by one or the other
species (Figure 2a).

As indicated by Equations (2.1) and (2.2), the
position of the isoclines and therefore competitive
outcome are sensitive to the minimal cell quota
values set for the model. Increasing the value of QP

min

and QC
min increases the level of resource necessary to

maintain zero net growth (Figure 7). If the minimal
cellular nutrient values for each community are
changed for either carbon or the mineral nutrient,
then the competitive outcome is altered and the
temperature at which the two species equilibrium
occurs is changed. For example, setting the values of
QP

min for the cold-adapted species equal to that of the
warm-adapted species (for example, QP

min¼ 0.04)
shifts the temperature of the two species equili-
brium to a higher temperature and therefore allows
the cold-adapted species to maintain competitive
dominance at warmer temperatures (Figure 8). In
this scenario, for the parameter values used in Box 4,
there is no temperature within the experimental
range (2–34 1C) where the warm-adapted species can
outcompete the cold-adapted species at all resource
ratios (Figure 8).

Discussion

The inability of observational studies from multiple
environments to find consistent trends between
temperature and bacterial metabolism might in
part be due to the adaptation of local communities
to a combination of the ambient temperature and
the temporally integrated temperature regime at
each locale. As we demonstrate above, changes in
the relative abundance of populations within a
community can give rise to community level meta-
bolic responses that are not easily deduced from

Figure 6 The three possible relative positions of the zero net growth isoclines (ZNGIs) in two-resource space for each species when all
the parameters are set to the values in Box 4. For T¼7.5 1C, the cold-adapted species’ ZNGI is always outside the warm-adapted species
and it is therefore competitively superior at all resource ratios. At T¼ 15 1C, the cold-adapted species is more limited by P while the
warm-adapted species is more limited by C, so coexistence is possible. At T¼27.5 1C, the warm-adapted species’ ZNGI is entirely outside
the cold-adapted species’ isocline and therefore competitively superior at all resource ratios.
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understanding the temperature–physiology dy-
namics of a single population. For example, BGE
has been reported to increase and decrease with
respect to temperature (del Giorgio and Cole, 2000).
Although BGE for each species we modeled de-
creased with increasing temperature, using our
oversimplified community of two species we show
how an increase (10–14 1C), no change (10–20 1C) or
a decrease (2–10 and 15–34 1C) in BGE could be
reported depending on the temperature interval over
which BGE was measured (Figure 3a). A similar
result can be shown for biomass C:P ratios in
bacterioplankton (Figure 3b). Although in our model
C:P either decreased or is held constant with respect
to temperature, incorporating more species with
similar C:P–temperature relationships would result
in a positive relationship between community C:P
and temperature when changes in the population
abundance within the community are considered.

If temperature is indeed the main driver of
community succession across seasonal and spatial
thermal gradients, as has been proposed (Yannarell
et al., 2003; Crump and Hobbie, 2005), then we must
ask if bacterial communities adapted to high or low
temperatures cycle elements differently from one

another, and if so, how? If the manner in which we
modeled our two species community is representa-
tive of natural communities, we would expect
communities composed of cold-adapted species to
have higher respiratory costs with increasing tem-
perature relative to communities composed of
warm-adapted populations. This suggests that in-
creasing temperature in lacustrine systems could
lead to increasing respiratory losses (that is, CO2

flux from the system) if the cold-adapted species
maintain dominance but are exposed to higher
temperature on average. Results from this model
and our previous work (Hall, 2006) suggest that this
is most likely to occur in systems with higher
mineral nutrient content, as lower C:P resource
ratios would allow for maintenance of cold-adapted
organisms with higher minimal nutrient require-
ments. For example, at a resource supply ratio of
170, maintaining the amplitude of the seasonal
temperature function but increasing the range of
the temperature from 2–28 1C (Figure 2b) to 6–32 1C
(Figure 9a) and finally 7–33 1C (Figure 9b) allows the
warm-adapted species to gradually displace the
cold-adapted species in all seasons. However,
decreasing the resource supply ratio at the highest

Figure 7 The effect of increasing QC
min and QP

min on the position of the zero net isocline of the cold-adapted species at 15 1C. The same
effect is qualitatively true for each species across the range of temperatures 2–34 1C.

Figure 8 (a, b) The two possible relative positions of the zero net growth isoclines (ZNGIs) in two-resource space for each species when
QP

min(cold)¼QP
min(warm)¼0.04 and all other parameters are set to the values in Box 4. For T¼15 1C, the cold-adapted species’ ZNGI is

always outside the warm-adapted species. At T¼ 30 1C, the cold-adapted species is more limited by C while the warm-adapted species is
more limited by N, so coexistence is possible. When QP

min(cold)¼QP
min(warm), there is always some resource ratio that allows the cold-

adapted species to outcompete the warm-adapted species at all temperatures within the experimental range. (c) Making the Qmin values
equal increases the temperature at which the two species equilibrium occurs and allows the cold-adapted species to dominate over a
larger range of temperatures.
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temperature range, 7–33 1C, to C:P of 115 allows the
cold-adapted species to maintain competitive
dominance at the colder temperatures and oscillate
seasonally (Figure 9c), with comparable dynamics to
the lower temperature range for the more P-limited
supply ratio (Figure 2b).

As mentioned above, previous studies have
suggested that warm-adapted species have been
selected to have lower phosphorus cell quota (QP

min)
than cold-adapted species (Nishimura et al., 2005).
Also larger cells, indicative of higher nutrient
content, have been associated with cold hypolim-
netic waters (Cole et al., 1993). Here we modeled
the cold-adapted species to have higher QP

min

than warm-adapted species (Box 4). If, on average,

warm-adapted species do have lower mineral
nutrient requirements than cold-adapted species,
then warming could result in selection of organisms
with a lower cellular nutrient requirement (that is, a
higher C:P ratio), which would increase P miner-
alization by the bacterioplankton and increase the
amount of carbon relative to P buried during
sedimentation of particulate bacterial detritus
(Cotner et al., 2006). Therefore, how increasing
temperature will affect bacterial community compo-
sition and bacterially mediated biogeochemical
processes is inextricably linked to the resource
stoichiometry of a given aquatic system.

Conclusion

Identifying phenotypic properties of individual
populations within natural bacterioplankton com-
munities and understanding how changes in com-
munity composition drive changes in community-
level metabolism is the next step to developing a
mechanistic understanding of microbially mediated
ecosystem processses. Although the genetic diver-
sity in the natural bacterioplankton communities is
vast (Venter et al., 2004), observational studies have
shown that sometimes as few as five or six
populations may dominate any one community at
a given time (Pinhassi and Hagstrom, 2000). By
identifying trade-offs and constraints on organismal
physiology, it is possible to increase our under-
standing of bacterial community dynamics even
when many populations remain unculturable or
difficult to work with in laboratory settings.

By incorporating temperature dependence into
two membrane-mediated physiological processes
and assuming a single trade-off, we were able to
mechanistically demonstrate how a changing ther-
mal environment could result in shifts in bacterial
community composition. Because each thermally
adapted species has a different biogeochemical role,
changes in community composition across thermal
gradients affect how bacteria cycle elements and
should be considered in larger scale models of
ecosystem processes. Here we provide one approach
to incorporating phenotypic changes in community
composition within the bacterial ‘black box’ using
thermally adapted populations. Increasing the re-
solution at which we address the effects of environ-
mental forcing on bacterial metabolism will allow
us better predictions of annual ecosystem level
processes and improve projections of the effects of
climate change on biogeochemical processes in
aquatic ecosystems.
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