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Correlations in quantum 
thermodynamics: Heat, work, and 
entropy production
S. Alipour1,2, F. Benatti3,4, F. Bakhshinezhad2,*, M. Afsary2,*, S. Marcantoni3,4,* & 
A. T. Rezakhani2

We provide a characterization of energy in the form of exchanged heat and work between two 
interacting constituents of a closed, bipartite, correlated quantum system. By defining a binding energy 
we derive a consistent quantum formulation of the first law of thermodynamics, in which the role of 
correlations becomes evident, and this formulation reduces to the standard classical picture in relevant 
systems. We next discuss the emergence of the second law of thermodynamics under certain—but 
fairly general—conditions such as the Markovian assumption. We illustrate the role of correlations and 
interactions in thermodynamics through two examples.

Investigating the consistency of thermodynamics, as a successful classical theory of macroscopic physical sys-
tems, with quantum mechanics, as a fundamental theory of the underlying microscopic systems, is still an open 
problem and the subject of extensive recent research1. Defining quantum mechanical counterparts of the classical 
concepts of “heat” and “work” and describing the mechanisms underlying their exchange among microscopic 
quantum systems are the first steps towards this goal. From this point of view, studying the thermodynamic role 
of quantum mechanical features such as nonclassical correlations is of paramount importance.

There exist various approaches to defining heat and work microscopically. One widely-used definition has been 
proposed in ref. 2, where work exchange is due to an external periodic driving incorporated in a time-dependent 
Hamiltonian, while heat is absorbed or released because of interaction with an ambient environment. In order to 
show that also in time-independent Hamiltonian systems work can be extracted, other approaches have been pro-
posed, such as using another quantum system as a “work storage”3. These proposed mechanisms, however, are not 
entirely consistent with each other. Indeed, the role of correlations is usually not considered in these approaches 
since the focus is mainly on one of the two parties of compound quantum systems, whereas a comprehensive 
study of thermodynamic behaviors should consider all effects concerning systems involved in nonequilibrium 
thermodynamic processes. Besides, a consistent definition of heat has not yet been known when a system is cou-
pled strongly to its environment4.

Here we revisit the first and the second laws of thermodynamics in a closed (conservative) quantum system 
comprising two interacting parties, one denoted by S as the thermodynamic system of interest and the other 
denoted by B playing the role of its environment, and reformulate these laws in a way that clearly exposes the 
role played by SB correlations. In order to do so we introduce the notion of “binding energy” of two interacting 
quantum systems which, together with the internal energies of the two parties, provides the internal energy of 
the whole system.

The definitions of heat and work that we use are similar to those in ref. 2; however, unlike there, we show that, 
in general, nonequilibrium thermodynamic processes affecting a system S involve work exchange with B without 
the need for an external driving represented by a time-dependent parameter in the system Hamiltonian, but 
merely because of the interactions between S and B. Besides, we explicitly show that correlations do not play any 
role in work exchange, while they do play an unavoidable role in heat transfer between S and B. Furthermore, this 
latter process does not necessarily need B to be treated as an environment weakly coupled to S, thus S need not be 
expected to evolve in time according to a dissipative Markovian (Lindbladian) dynamics.
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As a preliminary and necessary step toward investigating heat and work exchanges between two interacting 
systems S and B, one needs to unambiguously assign to the two parties a percentage of the interaction energy 
depending on the state of the compound system. However, due to SB correlations, there will always be part of 
the interaction energy that belongs to both S and B together. In thermodynamic terms, extracting this part of 
the energy would require accessibility of the total system. Thus, we distinguish three contributions to the total 
internal energy of SB: one accessible only through S, the other one only through B, and the last one only through 
SB (as a whole) via the SB correlations. We call this latter contribution to the internal energy the binding energy. 
Certainly, although (in the case of time-independent total Hamiltonian) the total internal energy remains con-
stant in time, that of either S or B varies because they interact and thus exchange work and heat.

In a recent publication5, the internal energy of an open quantum system has been defined as the energy which 
is accessible through measurements in a fixed “local effective measurement basis”6, and the definitions of work 
and heat suggested by considering the ability of the energy changes in altering the von Neumann entropy; heat 
is the energy flux that may change the entropy whereas work is the part of the energy change that keeps entropy 
intact. In contrast, in our formalism the internal energy associated with each subsystem is defined as the energy 
which is locally accessible in each individual subsystem by means of arbitrary local measurements. Although 
it has been known in the literature that correlations play a role in heat exchange, this fact has not been shown 
explicitly thus far. In the following, we provide explicit relations that exhibit the role played by correlations in heat, 
work, and entropy exchange between constituents of a bipartite system.

The structure of this paper is as follows. First we lay out the framework to define basic thermodynamic prop-
erties such as heat and work, and show a first law governing their mutual transformations. The next section deals 
with finite and infinitesimal versions of a possible formulation of the second law of thermodynamics. We illustrate 
our formalism through two examples. The paper is concluded by a summary.

First law of thermodynamics in the presence of interactions and correlations
We consider a closed quantum system SB consisting of two interacting quantum systems: the system of interest S 
and its bath or environment B—with no restrictions on the dimensionality of S and B. The state of SB is described 
by the density matrix ρSB (τ), evolving under a total time-independent Hamiltonian

= + + .H H H H (1)S Btot int

The internal energy of the total system is the mean value of the total Hamiltonian with respect to the time-evolving 
state, namely  ρ τ= HTr[ ( ) ]SBtot tot , and is thus constant in time since the dynamics of the total system is gov-
erned by the Schrödinger equation

ρ τ ρ τ τ= − .i Hd ( ) [ , ( )] d (2)SB SBtot

We assume ħ ≡  1 throughout the paper.
In thermodynamics, infinitesimal variations of the internal energy of a system occur because of infinitesimal 

exchanges of heat d and/or work d between the system and the environment. The quantum mechanical coun-
terparts of infinitesimal heat and work exchanges in a system with state ρ(τ) and time-dependent Hamiltonian 
H(τ) are given by7

 τ ρ τ τ= Hd ( ) Tr[d ( ) ( )], (3)

 τ ρ τ τ= Hd ( ) Tr[ ( )d ( )], (4)

where “d” denotes a time differential, while d  and d  are in general inexact differentials. With these definitions, 
we have the following quantum version of the first law of thermodynamics for the internal energy 
 τ τ ρ τ= H( ) Tr[ ( ) ( )]:

U Q Wτ τ τ= + .d ( ) d ( ) d ( ) (5)

In the case of a compound, isolated system SB, the states of the constituent subsystems are obtained by partial 
tracing ρS,B(τ) =  TrB,S[ρSB(τ)]; thus from equation (2) we have

ρ τ ρ τ τ ρ τ τ= − −i H i Hd ( ) [ , ( )]d Tr [ , ( )]d , (6)S S S B SBint

ρ τ ρ τ τ ρ τ τ= − − .i H i Hd ( ) [ , ( )]d Tr [ , ( )]d (7)B B B S SBint

When there are correlations between the system and the environment, we can write

ρ τ ρ τ ρ τ χ τ= ⊗ +( ) ( ) ( ) ( ), (8)SB S B

where χ measures all correlations (classical or quantum). Replacing this decomposition into equations (6) and 
(7) yields

ρ τ τ ρ τ τ χ τ τ= − ′ −i H i Hd ( ) [ ( ), ( )]d Tr [ , ( )] d , (9)S S S B int

ρ τ τ ρ τ τ χ τ τ= − ′ −i H i Hd ( ) [ ( ), ( )]d Tr [ , ( )] d , (10)B B B S int
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where we have modified the Hamiltonians as

τ ρ τ′ = + .H H H( ) Tr [ ( ) ] (11)S B S B B S B S, , , , int

The last term might have contributions to Lamb shift corrections in Markovian dynamics8. We can rewrite  
equation (1) as

τ τ τ= ′ + ′ + ′H H H H( ) ( ) ( ), (12)S Btot int

where

τ ρ τ ρ τ′ = − − .H H H H( ) Tr [ ( ) ] Tr [ ( ) ] (13)S S B Bint int int int

Unlike τ′H ( )S  and τ′H ( )B , the interaction Hamiltonian τ′H ( )int  is a nonlocal operator, that is, it cannot be assigned 
exclusively to either of subsystems S and B alone. It thus may seem physically reasonable (and rewarding) to mod-
ify this Hamiltonian such that it becomes locally inaccessible by S and B. An evident advantage of this redefinition 
is that it allows us to divide the total internal energy of a composite system into local parts, which are associated 
to and accessible by each system, and a nonlocal part, which is attributed only to these systems as a whole—
whereas it does not contribute to the (local) energies of each system.

The local inaccessibility requirement implies redefinition of τ′H ( )int  (of course consistently) such that the 
mean value of τ′H ( )int  with respect to the local states vanishes: ρ τ τ′ =HTr [ ( ) ( )] 0i i int , i ∈  {S, B}. However, with 
definition (13) one can see that

ρ τ τ ρ τ τ

ρ τ ρ τ

′ = ′

= − ⊗

H H
H

Tr [ ( ) ( )] Tr [ ( ) ( )]
Tr[ ( ) ( ) ], (14)

S S B B

S B

int int

int

which is in general a nonzero scalar. One may remedy this in various ways. For example, a straightforward fix is to 
compensate for the nonzero scalar contribution of equation (14) by distributing it over the system and environ-
ment Hamiltonians through the real (but not necessarily positive) auxiliary parameters αS and αB =  1 −  αS and 
hence defining the effective Hamiltonians

τ τ α ρ τ ρ τ= ′ − ⊗H H H( ) ( ) Tr[ ( ) ( ) ], (15)S S S S B
(eff )

int

τ τ α ρ τ ρ τ= ′ − ⊗ .H H H( ) ( ) Tr[ ( ) ( ) ] (16)B B B S B
(eff)

int

Accordingly, τ′H ( )int  in equation (12) can be replaced with an effective interaction Hamiltonian

τ τ τ= − − .H H H H( ) ( ) ( ) (17)S Bint
(eff )

tot
(eff ) (eff )

Note that the dynamical equations (9) and (10) remain valid where τ′H ( )S B,  are now replaced with τH ( )S B,
(eff) , and 

we have

ρ τ τ ρ τ τ= = .H HTr [ ( ) ( )] Tr [ ( ) ( )] 0 (18)S S B Bint
(eff)

int
(eff)

Remark 1. Note that the parameter αS (or identically, αB) is still free. In general, there is no model-independent 
condition that fixes this value. We shall discuss later how this free parameter enters our thermodynamic expressions, 
and in the examples comment on how one may fix the value of this parameter in special cases and under some specific 
conditions. This parameter seems like another thermodynamic degree of freedom, whose role should be decided on the 
basis of the specific physical conditions of the nonequilibrium thermodynamic systems in question.

By defining the internal energies of the constituent systems through the effective Hamiltonians

 τ ρ τ τ= H( ) Tr[ ( ) ( )], (19)S B S B S B, , ,
(eff )

an energy contribution remains, called binding energy, which can be naturally attributed to correlations χ as

 τ χ τ τ=χ H( ) Tr[ ( ) ( )], (20)int
(eff)

such that

   τ τ τ= + + .χ( ) ( ) ( ) (21)S Btot

Note that only if the interaction and correlations between the two systems were negligible (which is usually 
assumed in classical thermodynamics)—namely only if Hint ≈  0 and ρSB(τ) ≈  ρS(τ) ⊗  ρB(τ) at all times τ—we 
would have   τ τ≈ +( ) ( )S Btot  and the internal energy be additive.

Exchange of heat and work between two interacting systems
When two thermodynamical systems are independent, namely uncorrelated and noninteracting, the amount of 
the transferred heat/work from one system is equivalent to the heat/work received by the other system. In our 
context, the existence of interactions and correlations between S and B alters this picture for heat exchange, but 
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not for the exchanged work. Indeed, inserting equation (15) into equation (4), the infinitesimal works performed 
by S and B are obtained as

 τ α ρ τ ρ τ α ρ τ ρ τ τ= ⊗ − ⊗ = − .H Hd ( ) Tr[ ( ) d ( ) ] Tr[d ( ) ( ) ] d ( ) (22)S B S B S S B Bint int

The work absorbed or released by system S, respectively B, each depends on the scalars αS,B, which is reminis-
cent to the non-gauge-invariance feature of work9. Nevertheless, we always have

 τ τ+ =d ( ) d ( ) 0, (23)S B

which is independent of αS,B, and looks like a form of the familiar classical law of action-reaction. Note that, 
unlike in refs 2 and 10 where it is the time dependence of the Hamiltonian through an external driving param-
eter that leads to work exchange, here the work exchange follows from the time dependence of the effective 
Hamiltonians which include time-dependent Lamb-shift-like corrections in equation (17). As a consequence, our 
formalism features that work exchange between two interacting subsystems is allowed even without an external 
driving.

Unlike the infinitesimal work  τd ( )S , the scalar parameters αS,B do not contribute to the infinitesimal heat 
exchanges because Tr[dρ(τ)] =  0. In particular, inserting equations (15) and (16) into equation (3) yields

 τ χ τ τ τ= −i H Hd ( ) Tr[ ( )[ ( ), ]]d , (24)S S
(eff )

int

 τ χ τ τ τ= − .i H Hd ( ) Tr[ ( )[ ( ), ]]d (25)B B
(eff )

int

In addition, differentiating equation (21) and using equation (5) together with equation (23), one obtains that

Q Q Uτ τ τ+ = − .χd ( ) d ( ) d ( ) (26)S B

Hence, in our setting the binding energy is completely of the heat type. This can also be seen from the relations 
 τ χ τ τ=χ Hd ( ) Tr[d ( ) ( )]int

(eff)  and χ τ τ =HTr[ ( )d ( )] 0int
(eff) , which show that changes in the binding energy can 

only come from changes in the state correlations. Indeed, the heat balance equation (26) shows that (i) heat transfer 
is only due to interactions and correlations within the total system, in agreement with the result of refs 6 and 11,  
and (ii) that heat passing from one system to the other is paid for by varying the SB correlations that thus behave 
like a heat storage. That is, if correlations do not change and dχ(τ) =  0, then  =χd 0; whence Q Q= −d dS B, in 
agreement with the standard textbook definition of “heat” in classical systems wherein no or only a 
negligibly-weak interaction between the system and the environment is assumed12.

Remark 2. In our derivations thus far we have assumed that the Hamiltonian of the total system SB is 
time-independent. If we relax this condition and allow a time dependence (e.g., due to the action of some external 
agent on the total system), part of our relations will be modified as follows: 

   τ τ τ τ= + + χd ( ) d ( ) d ( ) d ( ), (27)S Btot

  τ τ τ+ = − χd ( ) d ( ) d ( ), (28)S B

 τ τ ρ τ ρ τ τ+ = ⊗ Hd ( ) d ( ) Tr[ ( ) ( ) d ( )], (29)S B S B int

where  τ χ τ τ=χ Hd ( ) Tr[d ( ) ( )]int . Equation (29) indicates that even in the time-dependent case correlations do 
not contribute in the exchange of work between the system and the environment. Since the dynamics of the compound 
system SB is generated by Htot(τ), it follows that Tr[dρSB(τ)Htot(τ)] =  0 (i.e., the total system is thermally isolated), so 
that there are no heat exchanges and the only possibility for SB is to perform work because of the external driving due 
to the rest of the universe.

Second law of thermodynamics
According to the second law of thermodynamics, the entropy of a macroscopic closed system which is thermally 
isolated (in thermodynamics terminology) can only remain constant or increase in time12,13. However, the second 
law is not necessarily valid in nonequilibrium microscopic or even macroscopic systems14–19.

In the following we demonstrate the possible emergence of the second law of thermodynamics and the impor-
tant role of system-bath correlations in this microscopic context.

In the case of a compound system SB, the subadditivity of the von Neumann entropy20 (we set κB ≡  1 for the 
Boltzmann constant throughout the paper)

 τ ρ τ ρ τ= −( ) Tr[ ( )log ( )], (30)

implies that the mutual information

   τ τ τ τ= + −χ( ) ( ) ( ) ( ) (31)S B SB
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is always nonnegative. Mutual information characterizes the amount of total correlations (both classical and 
quantum) shared by the two subsystems S and B21,22. Intuitively, if the correlations between S and B increases, χ 
becomes larger.

Since we have assumed that the total system SB is closed, it evolves unitarily and its von Neumann entropy 
SB(τ) does not change in time (even if its Hamiltonian depends on time). Hence, differentiating equation (31) 
yields

  τ τ τ+ = .χd ( ) d ( ) d ( ) (32)S B

Integrating both sides of this equation in the time interval [0, τ], with the assumption that the initial state of 
SB is uncorrelated (i.e., χ(0) =  0), leads to

   τ∆ + ∆ = χ ⩾( ) 0, (33)S B

as obtained in ref. 23. This relation states that, as long as one observes subsystems S and B locally and their initial 
state is without any correlations, the sum of the total variations of the entropies of S and B is always nonnegative. 
One can consider this property as a form of the second law of thermodynamics for the compound system SB.

Unlike in equilibrium thermodynamics, in a general nonequilibrium system “temperature” is not a 
well-defined quantity (see, e.g., refs 24 and 25 for some recent discussions). However, at fixed “volume” (V) and 
“number of particles” (N), one can introduce a time-dependent pseudo-temperature by means of the internal 
energy and the von Neumann entropy through

S
Uτ
τ
τ

=
T

1
( )

: d ( )
d ( )

,
(34)

which is somewhat reminiscent of the standard, equilibrium definition S U= ∂ ∂T1/ ( / )N V, .

Remark 3. In generic quantum systems, it is not always clear how to define V and N (or other relevant thermody-
namic properties). Additionally, in thermodynamic equilibrium we deal with the partial derivative S U∂ ∂( / )N V,  
rather than the ratio of two total derivatives ( S Uτ τ(d /d )/(d /d )), which can be different quantities. Noting equations 
(15) and (16), the free parameter αS (and αB) would also appear in the pseudo-temperature. In general then, one 
should not expect that the pseudo-temperature necessarily have definite relation with the equilibrium temperature, 
unless under certain conditions. Later in the examples we show explicitly how in special cases the pseudo-temperature 
may relate to the equilibrium temperature by appropriately fixing the scalar αS through thermodynamic properties of 
the system in question.

Adopting the concept of pseudo-temperature, one can associate (time-dependent) pseudo-temperatures 
TS,B(τ) with subsystems S and B and also a pseudo-temperature Tχ(τ) with the binding energy. As a result, insert-
ing equation (34) into equation (32) gives

  τ
τ

τ
τ

τ

τ
+ = .χ

χT T T
d ( )

( )
d ( )

( )
d ( )

( ) (35)
S

S

B

B

It then follows that, when  τ =χd ( ) 0 but Tχ(τ) ≠  0, since  τ τ= −d ( ) d ( )S B  [equation (21)], the two sub-
systems must have the same instantaneous pseudo-temperature: TS(τ) =  TB(τ). Another possibility is when 
 τ =χd ( ) 0 and Tχ(τ) =  0 such that  τ ≠χd ( ) 0, whence

U Sτ
τ τ
τ τ

τ=
−

.χ
T T

T T
d ( ) ( ) ( )

( ) ( )
d ( )

(36)B
S B

S B

We remark that a somewhat similar result in ref. 26 is akin to our general expression in equation (35)  
(of course here with pseudo-temperature instead of equilibrium temperature). This interesting relation yet again 
indicates the role of correlations; for energy transport to the bath (and similarly to the system) correlations are 
necessary, where in turn development of correlations ensues from interaction.

Remark 4. Under the same conditions, when the total Hamiltonian is time-dependent, equation (36) is modified to 

U S U
τ

τ τ
τ τ

τ
τ
τ

=
−






−




.χ

T T
T T T

d ( ) ( ) ( )
( ) ( )

d ( ) d ( )
( ) (37)

B
S B

S B S

tot

Furthermore, from equations (5) and (34), it follows that

S
Q W

τ
τ
τ

τ
τ

= + .
T T

d ( )
d ( )

( )
d ( )

( ) (38)
S B

S B

S B

S B

S B
,

,

,

,

,

Formally, the difference between the total variations of the entropies and the contributions coming from the 
heat exchanges are given by the contributions due to the work exchanges,

S
Q W

τ τ
τ
τ

τ
τ

∑ = − = .d ( ): d ( )
d ( )

( )
d ( )

( ) (39)
S B S B

S B

S B

S B

S B
, ,

,

,

,

, 
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The quantity Σ∼d S B,  resembles the infinitesimal internal entropy production as defined in ref. 2, where the case 
of an externally driven system S has been discussed which is weakly coupled to a conservative heat bath B induc-
ing a dissipative dynamics8,27–29 (in general explicitly time-dependent) of the Lindblad type. In this particular 
context, the infinitesimal entropy production is modified as the difference between the variation of the entropy 
 τ( )S  and the entropy flux into or out of the system associated to the heat flux  τd ( )S  divided by the (initial) 
temperature of the bath T (rather than TS(τ) as in equation (38)),

S Q
τ τ

τ
∑ = − .

T
d ( ) : d ( ) d ( )

(40)S S
S

This expression can be interpreted as an internal entropy production for system S and its nonnegativity, 
τ∑ ⩾d ( ) 0, can be considered as an infinitesimal expression of the second law of thermodynamics. If the time 

evolution ρ ρ τ(0) ( )S S  is given by a Lindblad-type generator τ that preserves the instantaneous Gibbs state 
ρ τ β τ τ= −β

βH Z( ) exp( ( ))/ ( )S S , with β =  1/T and τ =β
β τ−Z ( ) Tr[e ]H ( )S , namely  ρ τ =τ

β[ ( )] 0S , then one can 
recast the infinitesimal entropy production (40) as

τ ρ τ ρ τ ρ τ τ∑ = − − .τ
βd ( ) Tr[ [ ( )](log ( ) log ( ))]d (41)S S S S

If the generator τ is of the Lindblad form, for each fixed τ ⩾ 0, the maps = τE es
s  form—with respect to the 

nonnegative parameter s—a semigroup of completely-positive and trace preserving family of maps20. Since 
ρ τ ρ τ=β βE [ ( )] ( )s S S  and the relative entropy ρ τ ρ τβD E( [ ( )] ( ))s S S  is a monotonically decreasing function of s30,31, 

one obtains the following infinitesimal quantum version of the second law of thermodynamics:

τ ρ τ ρ τ τ∑ = − | .β

=
⩾

s
D Ed ( ) d

d
( [ ( )] ( )) d 0

(42)S s S S
s 0

Remark 5. A simpler physical context is provided when there is no external driving for system S, namely its 
Hamiltonian HS(τ) =  HS is time-independent, and so are the Lindblad generator =τ  of its dissipative dynamics 
ρ ρ τ(0) ( )S S  and the Gibbs state ρ βS  (such that ρ =β[ ] 0S ). In such a case, the proof of the positivity of the entropy 
production follows from equation (40) becoming 

τ ρ τ ρ∑ = − βDd ( ) d ( ( ) ) (43)S S S

and from the monotonicity of the relative entropy under completely-positive, trace preserving dynamics30.
In the finite expression of the second law of thermodynamics (which follows from equation (33) in the absence 

of initial correlations between S and B), the heat bath B is taken explicitly and directly into account (though the 
term ∆ B). Rather, in the infinitesimal expression (42), the heat bath is indirectly accounted for by the fact that (i) 
the heat exchange occurs at the bath temperature, and (ii) that the dissipative reduced dynamics of system S is 
determined by the bath in the weak-coupling limit.

Notwithstanding these fundamental physical differences, it is still interesting to study to which extent the 
thermodynamical inequality τΣ ⩾d ( ) 0S  can be related to the behavior of τΣ

∼d ( )S B,  in equation (39). It is evident 
that τΣ

∼d ( )S B,  cannot be both strictly positive in general. For example, in the case of the same instantaneous 
pseudo-temperatures, as when  τ =χd ( ) 0 and Tχ(τ) ≠  0, from

 
τ τ

τ
τ

τ
τ

∑ + ∑ = +
∼ ∼

T T
d ( ) d ( ) d ( )

( )
d ( )

( ) (44)S B
S

S

B

B

we obtain τ τΣ = − Σ
∼ ∼d ( ) d ( )S B  for  τ τ= −d ( ) d ( )S B . In general, it is not true that the finite variation


∫τ τ∆∑ + ∆∑ =






−





∼ ∼ τ
s s

s T s T s
( ) ( ) d d ( )

d
1
( )

1
( ) (45)

S B
S

S B0

becomes nonnegative in the absence of initial correlations between S and B—unlike the case for the finite varia-
tions of the von Neumann entropies of the reduced states ρS,B(τ).

One can argue that the infinitesimal quantities τΣ
∼d ( )S B,  do not generically behave as expected from true ther-

modynamic quantities because the instantaneous pseudo-temperatures do not behave themselves as thermody-
namic temperatures. This, however, does not exclude that, under certain conditions, proper thermodynamic 
patterns might emerge.

To alleviate the above situation, we can discern a better motivated notion of temperature by appealing to anal-
ogy with standard thermodynamics. In classical thermodynamics the relation

S Q=
T

d 1 d (46)

holds for a system undergoing a quasistatic reversible transformation, whereas for a nonequilibrium process there 
is an extra term corresponding to the internal entropy production Σ ,

S Q= + Σ.
T

d 1 d d (47)
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In this case the “temperature” is fixed by the external environment (bath) which is supposed to exchange heat 
always quasistatically (because of its short relaxation times), without changing its temperature. In our formalism, 
however, we treat the system and bath similarly. Thus we can extend equation (47) and identify an extended tem-
perature and an entropy production for both system and bath and see how they compare at long times with 
expected thermodynamic temperatures. One way to do so is to explicitly compute d and d and next compare 
them to derive a physically meaningful extended temperature  τ( ) as

S Qτ
τ

τ τ= + ∑ .d ( ) 1
( )

d ( ) d ( )
(48)

Remark 6. Note that equation (48) defines both the extended temperature τ( )  and the generalized entropy produc-
tion dΣ (τ). Moreover, unlike the pseudo-temperature τT( ), τ( )  is by construction αS,B-independent because neither 
heat nor entropy depends on αS,B. In the following examples, we discuss both nonequilibrium temperatures T(τ) and 
τ( )  by comparing them with the equilibrium temperature T (of the bath).

Examples
Here we study in detail two examples, in one of which thermalization occurs, whereas the other one does not 
exhibit this feature.

Example I: Thermalizing qubit. Consider a two-state system (e.g., a spin-1/2 particle or a two-level atom) 
interacting with a thermal environment, comprised of infinitely many modes at (initial) temperature T =  1/β, 
through the Jaynes-Cummings total Hamiltonian = + λH H H0 int

( ), where

∑ω σ ω= +
=

∞
†H 1

2
a a ,

(49)z
k

k k k0 0
1

∑λ σ σ= ⊗ + ⊗ .λ
+ −

⁎ †H f f( a a )
(50)k

k k k kint
( )

Here σx, σy, and σz =  diag (1, − 1) are the Pauli operators, σ± =  σx ±  iσy, and ak is the bosonic annihilation 
operator for mode k. Although this model is not exactly solvable, we can find the exact states of the system and 
bath up to any order in λ; see supplementary information for details of O(λ3) calculations. A separate study of the 
dynamics of the subsystems in the damped Jaynes-Cummings model can be found in ref. 32.

In the weak-coupling, long-time, ω-continuum, Markovian limit (where λ →  0 and τ →  ∞  such that 
λ2τ =  const. and ∫ ω∑ →

∞ dk 0
), we can find the following Lindblad-type dynamical equation:

τ
ρ τ ρ τ

γ ω β σ ρ τ σ

σ σ ρ τ γ ω β σ ρ τ σ

σ σ ρ τ

= − + + +

− + ×

−

λ λ λ

λ λ

λ

− +

+ − + −

− +

i H H n

n

d
d

( ) [ , ( )]
2

( ( , ) 1)(2 ( )

{ , ( )})
2

( , ) (2 ( )

{ , ( )}), (51)

S S S S

S S

S

( )
LS

( )
0

( )

( )
0

( )

( )

where

 ∫λ ω
ω

ω ω
ω β σ=

−
+

∞
H

f
n2 d

( )
(2 ( , ) 1)

(52)zLS
2

0

2

0

λ ω β σ= Ω: (1/2) ( , , ) , (53)z
2

0

is the Lamb-shift Hamiltonian,  denotes the Cauchy principal value, β is the inverse temperature of the bath,

ω β = −βω −
n( , ) (e 1) (54)0

1
0

is the Planck distribution or the mean quanta number in a mode with frequency ω0, and

γ πλ ω= f2 ( ) (55)2
0

2

is the spontaneous emission rate. This evolution agrees with the Markovian master equation derived in ref. 29. 
The solution to equation (51) is given by

ρ τ
βω

βω
=








+ + − −

+ − − −









λ
γτ γτ ω τ γτ

ω τ γτ γτ γτ

− − − +Ω −

+Ω − − −

  

  

z x iy

x iy z
( ) 1

2
1 (0)e tanh( /2)(e 1) ( (0) (0))e

( (0) (0))e 1 (0)e tanh( /2)(e 1)
,

(56)
S

i

i
( ) 0

( ) /2

( ) /2
0

0

0

where γ γ βω=


coth( /2)0 . It is evident from this solution that system S eventually thermalizes,

ρ τ ρ=
τ

λ β

→∞
lim ( ) , (57)S S

( )



www.nature.com/scientificreports/

8Scientific RepoRts | 6:35568 | DOI: 10.1038/srep35568

where ρ =β β
βω σ−Z(1/ )eS

/2z0  is a thermal state in the Gibbs form, in which =β
βω σ−Z Tr[e ]/2z0  is the partition 

function.
We can explicitly compute  τλd ( )S

( )  as

 τ
τ

τ
τ= −

+

−
λ

λ

λ
λr

r
rd ( ) 1

2
log 1 ( )

1 ( )
d ( ),

(58)
S

S

S
S

( )
( )

( )
( )

where τλr ( )S
( )  is the norm of the Bloch vector =λ x y zr ( , , )S

( )  associated with ρ τλ ( )S
( )  as ρS =  (1/2)(I +  r · σ) (here 

σ =  (σx, σy, σz)), and from equation (51) we have

τ
γ τ τ γ τ γ τ

τ τ τ
τ=

+ − −

+ +
.

 r x y z z

x y z
d ( ) [ ( ) ( )] 2 ( ) 2 ( )

2 ( ) ( ) ( )
d

(59)
S

2 2 2

2 2 2

Additionally, in the Markovian limit, the energy of this system is obtained as

 τ
ω
γ βω τ= − + .λ γτ−

 zd ( )
2

e (coth( /2) (0) 1)d (60)S
( ) 0

0

As a result,

τ
β

βω
βω

=




 −

+
+





.τ λ→∞T

x y
z

lim 1
( )

1 ( (0) (0)) coth( /2)
2( (0) tanh( /2)) (61)S

( )

2 2
0

0

This pseudo-temperature behaves well, i.e., exhibits thermalization, if there is no initial coherence (ρ10 =  0, or 
equivalently, x(0) =  y(0) =  0).

In the Markovian regime we consider the thermal bath always in equilibrium (namely, ρ τ ρ≈ β( )B B ), and as a 
consequence the effective energy of S reduces to (see equation (8))

 τ ρ τ= H( ) Tr[ ( ) ], (62)S S S

and the heat flux reads

 τ ρ τ
ω

τ= = .H zd ( ) Tr[d ( ) ]
2

d ( ) (63)S S S
0

Comparing equations (58) and (63) yields

τ ω
τ
τ

τ
τ

= −
+
−

z
r

r
r

1
( )

1 ( )
( )

log 1 ( )
1 ( )

,
(64)S S

S

S0

τ
τ
τ

τ
τ

∑ = −
+
−

r
r

r
r

d ( ) 1
2

d ( )
( )

log 1 ( )
1 ( )

,
(65)S

S

S

S

S

which are both αS,B-independent. By substituting the Bloch vector components of the Gibbs state ρ βS , (x =  0, y =  0, 
z =  − tanh (βω0/2)), in equation (64), we also see that τ =τ→∞ Tlim ( )S , which gives the expected equilibrium 
temperature.

For the bath thermodynamics, after some algebra we find that when τ →  ∞  (up to O(λ3))

 τ ω γ ω β ρ ω β ρ ρ τ= + − −λ n nd ( ) 4 ([( ( , ) 1) ( , ) ] )d , (66)B
( )

0 0 00 0 11 10
2

 τ γω ω β ρ ω β ρ τ= + −λ n nd ( ) 4 [( ( , ) 1) ( , ) ]d , (67)B
( )

0 0 00 0 11

 τ βγω ω β ρ ω β ρ ρ τ= + − −λ n nd ( ) 4 [( ( , ) 1) ( , ) ]d , (68)B
( )

0 0 00 0 11 10
2

whence

τ
β

ρ

ω β ρ ρ ρ ρ
=








+

− + −







τ

λ

→∞
T

n
lim ( ) 1 1

( , )( )
,

(69)
B
( ) 10

2

0 00 11 00 10
2

S Qτ β τ= .λ λd ( ) d ( ) (70)B B
( ) ( )

Note that the limit (69) is independent of αB but it depends on the initial state of the system. However, if ρS(0) 
does not have any coherence, i.e., ρ10 =  0, one retrieves the expected value 1/β for the pseudo-temperature λTB

( ). 
But regardless of the initial state of the system, from equation (70), we see that the extended temperature behaves 
as expected,  τ =τ

λ
→∞ Tlim ( )B

( ) . Besides, the internal entropy production of the bath up to O(λ3) vanishes,
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Σ = .λd 0 (71)B
( )

Remark 7. Following the discussion in Remark 3, the reason for the difference between the pseudo-temperature and 
the standard thermodynamic temperature lies in the definition of the former. The entropy of the qubit in this example 
can be computed using its eigenvalues, which in general depend on the (x, y, z) components of the Bloch vector. From 
equation (62), we can identify the z component with  (assuming ω0/2 =  1 for simplicity). Thus we can say that S is 
a function of (x, y, ), and we can compute the partial derivative of  with respect to  (while keeping x and y fixed), 

S U
U

U
U

U

U



∂
∂



 = −

+ +

+ + +

− + +
.

x y

x y

x y

x y

( , , ) 1
2

log
1

1 (72)x y,
2 2 2

2 2 2

2 2 2

If we now consider x(τ), y(τ) and  τ( ) evolving according to the dissipative thermalizing dynamics (56), we 
obtain

S U
U

β



∂
∂



 =

τ→∞

x ylim ( , , ) ,
(73)x y,

which agrees with the standard definition of the equilibrium temperature. Rather, the inverse pseudo-temperature 
τλT1/ ( )S

( )  reads as 

S
U

τ τ τ τ
τ

x y zd ( ( ), ( ), ( ))/d
d /d

,
(74)

which corresponds to inverting the function  τ( ), finding τ ( ), and computing the total derivative with respect to , 

S
U

U U U
U U U

U U U

U U U

U U U
= −

+ +

+ +

+ + +

− + +
.x y

x y

x y

x y

x y

d
d

( ( ), ( ), ) 1
2

( ) ( )

( ) ( )
log

1 ( ) ( )

1 ( ) ( ) (75)

x
U

y
U

d
d

d
d

2 2 2

2 2 2

2 2 2

In the τ →  ∞  limit (or  → U thermal) this derivative is different from β because in general





 β

+ =
+
+

≠ .x x y y x y
z

( ) d
d

( ) d
d

(0) (0)
2( (0) tanh( ))

0
(76)

2 2

The two derivatives coincide only if x and y are fixed during the dynamics, which is the case of vanishing initial 
coherence.

Example II: Dephasing qubit. We apply the previous considerations to the exactly solvable model of a 
qubit in interaction with a thermal bosonic bath33. The total Hamiltonian is given by = + λH H Htot 0 int

( ) with

∑
ω
σ ω λσ= + = ⊗ +λ

=

∞
† †H H f f

2
a a , (a( ) a ( )),z

k
k k k z0

0

1
int
( )

where ak is the bosonic annihilation operator of mode k, satisfying the commutation relations δ=†[a , a ]k l kl, and

∑= ⁎f fa( ) a ,
(77)k

k k

with complex quantities fk forming a square-summable vector f =  { fk} ∈  L2(− ∞ , + ∞ ) such that

= .†f g f g[a( ), a ( )] (78)

In the interaction picture, the Hamiltonian becomes

τ τ τ λσ= = ⊗ +
∼ λ λ

τ τ
† †H U H U f f( ) ( ) ( ) (a( ) a ( )), (79)zint

( )
0 int

( )
0

where τ = τ−U ( ) e iH
0

0  and fτ is the vector with components ω τ−⁎f ek
i k . The time-ordered exponentiation of τ∼ λH ( )int

( )
 

yields

 ∫

∫

τ =

=

∼
λ

λσ

λ ϕ τ λσ

− ⊗ +

− − ⊗ +

τ

τ

†

†

( )
( )

U ( ) e

e e ,

i s f f

i i s f f

d a( ) a ( )

( ) d a( ) a ( )

z s s

z s s

0

2
0

where the pure phase factor

∑ϕ τ
ω

ω τ ω τ= −
f

( ) ( sin( ))
(80)k

k

k
k k

2

2
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does not contribute to the evolution

ρ τ τ τ ρ τ τ= .
∼ ∼λ
λ λ

† †U U U U( ) ( ) ( ) (0) ( ) ( ) (81)SB SB
( )

0 0

Let us assume that the initial state of the total system is factorized and given by ρ ρ ρ= ⊗ β(0) (0)SB S B , where

∑ρ ρ σ= ′ | 〉 = −
′=

′    

 



(0) , ( ) ,
(82)S z

, 0

1

is the initial state of the qubit, and ρ βB  is the Gibbs (thermal) state of the bosonic bath with the inverse temperature β,

ρ = ∑β β ω
β

− †
Ze / , (83)B

a ak k k k

and =β
β ω− ∑ †

Z Tr[e ]a ak k k k  is the associated partition function. One can see that

∑ρ τ ρ ρ= ′ ⊗λ ω ζ τ
τ

β
τ

′=
′
−

′′
 

 



 



†D g D g( ) e ( ) ( ),
(84)SB

i
B

( )

, 0

1
/20

where ζ = − − −′
′



 ( ) ( ) , gτ is the vector with components

τ ω= −ω τ−⁎ ⁎g f( ) (e 1)/ , (85)k k
i

k
k

and Dα(gτ) is the displacement operator

=τ
λ− 


− 
τ τ



 †
D g( ) e , (86)

g g( ) a ( ) a( )

whose action can be derived from equation (78) as

λ τ= − −τ τ 

†D g D g g( ) a ( ) a ( ) ( ) (87)k k k

λ τ= .A: ( , , ) (88)k

From here the reduced density matrices of the two subsystems read as

ρ τ ρ ρ ρ ρ= + + +λ λ τ ω τ ω τ− Γ −( ) 0 0 1 1 e ( e 1 0 e 0 1 ), (89)S
i i( )

00 11
8 ( )

10 01

2
0 0

∑ ∑ρ τ ρ ρ
ρ

= = ∑λ
τ

β
τ

β

β ω λ τ λ τ

= =

−





 





 † †
D g D g

Z
( ) ( ) ( ) e ,

(90)B B
A A( )

0

1

0

1
( , , ) ( , , )k k k k

where ρ =τ
β

τ
λ τ− Γ

 

†D g D gTr[ ( ) ( )] eB
8 ( )2

 for α ≠  δ, with

∑τ
ω

βω ω τΓ = .
f

( ) coth( /2)sin ( /2)
(91)k

k

k
k k

2

2
2

Further, denoting the qubit polarization at time τ =  0 by 〈 σz〉S, the effective qubit Hamiltonian takes the form

τ
ω

λ σ τ σ λ α σ τ=


 − ∆



 + ∆H ( )

2
4 ( ) 4 ( ),

(92)S z S z S z S
(eff) 0 2 2 2

where the explicit time dependence is provided by

∑τ
λ σ

ρ τ
ω

ω τ∆ = − + = .λ †f f
f

( ) 1
4

Tr[ ( )(a( ) a ( ))] sin ( /2)
(93)z S

B
k

k

k
k

( )
2

2

Similarly, the bath effective Hamiltonian reads as

∑τ ω λ σ λ α σ τ= + + + ∆† †H f f( ) a a (a( ) a ( )) 4 ( ),
(94)B

k
k k k z S B z S

(eff) 2 2

where the time-dependent appears only in the scalar term. From the above relations, the exchanged works 
between system S and bath B are calculated by using equation (4),

 τ λ α σ τ τ= ∆ = −λ λd ( ) 4 d ( ) d ( ), (95)B B z S S
( ) 2 2 ( )

where the last equality verifies equation (23). In addition, using equation (24) and the fact that

∑τ τ λσ ω= = ⊗ −† ⁎H H H H f f[ ( ), ] 0, [ ( ), ] ( a a ),S B z
k

k k k k k
(eff)

int
(eff)

int
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the infinitesimal heat exchanges are given by

 τ =λd ( ) 0, (96)S
( )

 τ λ σ τ= − ∆ .λd ( ) 4 (1 ) d ( ) (97)B z S
( ) 2 2

The binding energy also becomes

 τ λ σ τ= − − ∆χ
λ ( ) 4 (1 ) ( ), (98)z S

( ) 2 2

whence Q Uτ τ= −λ
χ
λd ( ) d ( )B

( ) ( ) , in agreement with equation (26).
Equation (96) is physically expected because, with our specific system Hamiltonian (HS ∝  σz) and the interac-

tion Hamiltonian (Hint ∝  σz⊗ (a +  a†)), we have [HS, Hint] =  0. That is, this interaction with the environment can-
not excite or change the populations of ρS(0); ρ00(τ) =  ρ00 [equation (89)]. Thus according to the definition of the 
heat exchange, we should have  τ ρ τ τ ρ τ τ σ= = ∑ =λ λ

=




H qd ( ) Tr[d ( ) ( )] d ( ) ( ) 0S S S z
( ) ( ) (eff)

0
1

, , where we have 
used the fact that τ τ σ=H q( ) ( )S z

(eff)  (for some appropriate q read through equation (92)).
Furthermore, using equations (95) and (97), and the fact that αS +  αB =  1, it turns out that, unlike the infini-

tesimal heat exchanges, the infinitesimal variation of the internal energy of B depends on αS,

 τ λ α σ τ= − ∆ .λd ( ) 4 (1 ) d ( ) (99)B S z S
( ) 2 2

One expects the final pseudo-temperature of ∞λT ( )B
( )  —as defined by equation (34) —to tend to the (initial) bath 

temperature T =  1/β in the limit λ →  0 of vanishing coupling between S and B. Indeed, if λ =  0, the thermal state 
(83) is time-invariant. Since ρ τ =λTr[d ( )] 0B

( ) , the infinitesimal variation of the von Neumann entropy of B is 
given by

 τ ρ τ ρ τ= − .λ λ λd ( ) Tr[d ( ) log ( )] (100)B B B
( ) ( ) ( )

By expanding equation (90) up to O(λ3) one obtains

 τ βλ σ τ= − ∆ .λd ( ) 4 (1 ) d ( ) (101)B z S
( ) 2 2

Now if we use equations (95) and (97), together with the definition of the pseudo-temperature (34), we obtain

τ
α σ
σ

=
−

−
.

τ

λ

→∞
T Tlim ( )

(1 )
(1 ) (102)

B
S z S

z S

( )
2

2

It is evident from this expression that in order to make the pseudo-temperature λTB
( ) to be equal to T (in the 

weak-coupling limit) we need to set αS =  1.
Additionally, we note that by comparing equations (97) and (101), these quantities are related as

S Qτ β τ= .λ λd ( ) d ( ) (103)B B
( ) ( )

Hence, we have τ( )B  =  T and the inverse temperature β =  1/T of the bath shows up as the prefactor of the heat 
flux, as expected in the standard equilibrium thermodynamics (equation (47)). Thus up to O(λ3) the internal 
entropy production in the bath vanishes,

τΣ = .λd ( ) 0 (104)B
( )

This is consistent with the classical picture where the bath always exchanges heat quasistatically—see our 
discussion in the second law of thermodynamics.

Remark 8. We have verified in two different models that the internal entropy production in a thermal bath van-
ishes in the weak-coupling limit up to the leading order in λ. This seems to be a general result and is consistent with 
our expectation from standard, equilibrium thermodynamics.

Now we consider the pseudo-temperature τλT ( )S
( ) . We first note that, from equations (95) and (96) and after 

setting αS =  1, we have

Q Wτ τ= =λ λd ( ) d ( ) 0, (105)S S
( ) ( )

and thus

 τ = .λd ( ) 0 (106)S
( )

That is, despite interacting with bath B, system S does not exchange any heat or work (and thus internal 
energy) with B. Hence intuitively we should not expect that its temperature λTS

( ) to change; it should remain con-
stant. This is explicitly seen by calculating
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U
S

τ
τ

τ
= = .λ

λ

λ
T ( ) d ( )

d ( )
0

(107)
S

S

S

( )
( )

( )

Note that if the system were initially prepared, e.g., in a thermal state with temperature ≠T 0S
(0) , in principle 

its temperature should not change because this system does not thermalize [equation (89)]. This fact is captured 
by our pseudo-temperature as =λT 0S

( ) . However, we note that T(τ) is defined by the given dynamics of S and 
cannot therefore be related to an initial (dynamics-independent) temperature such as an equilibrium temperature 
assigned to the preparation of the state.

Having calculated the heat and work exchanges by the system, it is also important to see how the entropy of the 
system behaves. Using equation (89), the entropy of S can be explicitly calculated from the eigenvalues 

τ± λr(1 ( ))/2S
( )  of ρ τλ ( )S

( ) , where

τ ρ ρ ρ= − −λ λ τ− Γr ( ) 1 4( e ) , (108)S
( )

00 11
16 ( )

01
22

as well as its infinitesimal variation

 τ
τ

τ
τ λ τ τ= −

+

−
= Γλ

λ

λ
λ λr

r
r bd ( ) 1

2
log 1 ( )

1 ( )
d ( ) ( )d ( ),

(109)
S

S

S
S

( )
( )

( )
( ) 2 ( )

where

τ
ρ

τ

τ

τ
=

+

−
.λ

λ
λ τ

λ

λ
− Γb

r
r
r

( )
16

( )
e log 1 ( )

1 ( ) (110)S

S

S

( ) 01
2

( )
16 ( )

( )

( )

2

Note that the quantity b(λ)(τ) is nonnegative and has a well-defined time-independent limit,

ρ
=

+

−
b

r
r
r

16

(0)
log 1 (0)

1 (0)
,

(111)S

S

S

(0) 01
2

(0)

(0)

(0)

when λ →  0. In order to study the time-derivatives dΔ (τ)/dτ and dΓ (τ)/dτ, we consider an infinite thermal bath 
with a continuum ω and a regularized Ohmic spectral density given by ω ωε−

f ek
/2 (in which ε  ⩾ 0). Thus we 

substitute the discrete sums in equations (91) and (93) with the following integrals:

∫τ ω ωτ τ
ε ε τ

∆ = =
+

εω∞ −( ) d sin ( /2) e
2 ( )

,
(112)0

2
2

2 2

∫τ ω
ω

βω ωτΓ = .εω
∞ −( ) d 1 coth( /2) sin ( /2) e (113)0

2

Hence, dΔ (τ)/dτ =  ετ/(τ2 +  ε2)2 as well as dΓ (τ)/dτ ⩾ 0, as one can check by changing the variable ωτ ω=
 

and taking explicitly the derivative with respect to τ. As a result, we see that  τλ ⩾d ( ) 0S
( ) . Furthermore, as a con-

sequence of equation (96), in this regime, the internal entropy production relation (39) reduces to

τ τΣ = .λ ⩾d ( ) d ( ) 0 (114)S S
( )

That is, the whole entropy change in the system is entirely due to the internal entropy production, whence the 
extended temperature  τ( ) remains undefined because of Remark 6.

Remark 9. It is an appealing feature of this model that the qubit does not exchange any energy with its environ-
ment (  τ =λd ( ) 0S

( ) ), whilst its (internal) entropy may change (  τ ≠λd ( ) 0S
( ) ) completely because of its (varying) 

correlations with the environment (dχ(τ) ≠  0).
It also may also be interesting to investigate the behavior of the various thermodynamic quantities in the 

Markovian regime for system S. This is determined by the condition β ≪  τ over the long timescale 1/λ2 when 
λ →  0. Under these conditions and after removal of the regularization parameter ε, one obtains Γ (τ) ≃  πτ/(2β). 
Thus, the dynamics of system S [equation (89)] reads as

ρ τ ρ ρ ρ ρ= + + +λ γτ ω τ ω τ− −( ) 0 0 1 1 e ( e 1 0 e 0 1 ), (115)S
i i( )

00 11 10 01
0 0

in which γ =  4πλ2/β. This state solves the Lindblad-type master equation

ρ τ

τ
ω σ ρ τ

γ
σ ρ τ σ ρ τ= −












+ − .

λ
λ λ λi

d ( )
d

1
2

, ( )
2

( ( ) ( ))
(116)

S
z S z S z S

( )

0
( ) ( ) ( )

Note that this dynamics, similarly to dynamics generated by a Lindblad equation, has a fixed point as 
∫τ ρ ρ ρ= +τ
τ λ

→∞ s slim (1/ ) d ( ) 0 0 1 1S0
( )

00 11 . Thus if we start with the system initially with no coherence 
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(i.e., vanishing off-diagonal elements, ρ10 =  0), it will not evolve in time, and because of equation (110) the bath 
will not experience any entropy change either;  τ = .λ ( ) constB

( )

Summary and Outlook
This paper highlights the role of correlations in the nonequilibrium thermodynamic behavior of generic bipartite 
interacting quantum systems. In this formulation, interesting relations emerge between correlations, on the one 
hand, and heat, work exchanges, as well as possible definitions of nonequilibrium temperatures of each subsys-
tem, on the other hand. These relations may enable the extraction of desired thermodynamic properties by par-
tially controlling or manipulating the underlying dynamics of the system. A notion of binding energy has been 
introduced which only depends on the interaction Hamiltonian and correlations of the total system state, whose 
variation has been shown to be only of the heat type. In addition, this energy has been shown not to be locally 
accessible by the subsystems, but it provides a heat transmission channel between the parties. In this sense, cor-
relations act as a resource or storage for heat. We have also defined two notions of nonequilibrium temperatures 
for the subsystems and discussed their relevance in the thermodynamic equilibrium. We have also associated a 
nonequilibrium temperature with correlations. This temperature may enable one to obtain conditions such that 
the two subsystems have same nonequilibrium temperatures, which are generically different exactly because of 
correlations. These results have been illustrated in detail through two examples: a qubit in interaction with a ther-
malizing bath and a qubit interacting with a dephasing environment.

Our methodology may provide techniques and tools for employing quantum resources, such as manybody 
correlations and memory, to engineer thermodynamic processes, for example, to build efficient quantum heat 
engines, or shed light on our understanding of the role of correlations in biological processes in relation to, e.g., 
the efficiency of photosynthetic light-harvesting complexes34.
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