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Estimating the effects 
of vegetation and increased albedo 
on the urban heat island effect 
with spatial causal inference
Zachary D. Calhoun 1, Frank Willard 2,3, Chenhao Ge 4,5, Claudia Rodriguez 2, Mike Bergin 1 & 
David Carlson  1,6*

The urban heat island effect causes increased heat stress in urban areas. Cool roofs and urban greening 
have been promoted as mitigation strategies to reduce this effect. However, evaluating their efficacy 
remains a challenge, as potential temperature reductions depend on local characteristics. Existing 
methods to characterize their efficacy, such as computational fluid dynamics and urban canopy 
models, are computationally burdensome and require a high degree of expertise to employ. We 
propose a data-driven approach to overcome these hurdles, inspired by recent innovations in spatial 
causal inference. This approach allows for estimates of hypothetical interventions to reduce the urban 
heat island effect. We demonstrate this approach by modeling evening temperature in Durham, 
North Carolina, using readily retrieved air temperature, land cover, and satellite data. Hypothetical 
interventions such as lining streets with trees, cool roofs, and changing parking lots to green space are 
estimated to decrease evening temperatures by a maximum of 0.7–0.9   ◦C , with reduced effects on 
temperature as a function of distance from the intervention. Because of the ease of data access, this 
approach may be applied to other cities in the U.S. to help them come up with city-specific solutions 
for reducing urban heat stress.

The urban heat island effect refers to the increase in temperature caused by the built environment and human 
activity1. For example, building materials like concrete and asphalt absorb more solar radiation than vegetation, 
resulting in more heat being released by these materials into the air, and thus, greater ambient temperatures. In 
some cases, this effect can cause temperatures to be as much as 10   °C warmer than the surrounding countryside2. 
As a consequence of this increased heat, humans are at a greater risk of heat-related illness3–5. Moreover, elevated 
temperatures raise cooling demand to keep indoor environments comfortable. This often means more expensive 
and greater greenhouse gas emitting energy production to satisfy demand6. Thus, to decrease energy consump-
tion and prevent heat-related illness, the urban heat island effect should be mitigated7.

Several mitigation strategies have been explored to reduce the urban heat island effect. Of these strategies, 
cool roofs and urban greening are the most well-studied8. The cool roof strategy refers to the use of highly reflec-
tive coatings on roof surfaces to increase albedo, or the percentage of incoming solar radiation that is reflected9. 
Cool roofs decrease both the heat released by the building into the surrounding environment, as well as the 
energy required by the building to maintain comfortable thermal conditions10. Urban greening refers to the 
strategy of increasing the amount of vegetation in cities. Like cool roofs, vegetation increases albedo. Moreover, 
increased vegetation leads to greater evapotranspiration, which redirects energy from solar radiation to be used 
for evaporating water instead of heating the air11.

Despite this research, predicting the efficacy of any single intervention to reduce the urban heat island effect 
remains a challenge. This is because the effects of interventions like cool roofs or urban greening depend on 
where and to what extent they are applied. As a result of this dependence, research into the efficacy of interven-
tions is often restricted to case studies that look at a single city, at a single point in time. Furthermore, because 
these case studies are often performed at the city scale, they fail to provide insight into the neighborhood-level 
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benefit that interventions could have on lowering the urban heat island effect. For example, one study found 
that greater than 95% of roofs must be converted to cool roofs to realize urban heat island reductions of 0.5  ◦ C 
across their city9. However, the urban heat island effect is not homogeneous at the city scale; temperatures can 
vary significantly even at the neighborhood-to-neighborhood or city-block scale. As such, we can expect that 
some neighborhoods will disproportionately benefit from urban heat island mitigation.

To model urban heat islands at higher resolution, two approaches are often taken: a computational fluid 
dynamics (CFD) approach, and an urban canopy model (UCM) approach. In the CFD model, advection (i.e., heat 
transfer via wind) is modeled so as to better understand the impact of urban form on the horizontal movement 
of air. In the UCM approach, urban features such as buildings, concrete, and asphalt can be represented by their 
thermal properties to produce a model that focuses on how these features impact energy exchange within the 
urban canopy. However, applying these physics-based approaches may not always be feasible , as CFD models can 
be too computationally intensive to model micro-scale temperature variability, and the UCM approach is depend-
ent on a large number of modeling assumptions, requiring a high degree of expertise to implement12. Due to these 
barriers, urban heat island researchers often resort to black box models to predict urban heat island intensity. 
These so-called black box models apply machine learning techniques to vast amounts of data with the objective 
of maximizing predictive power, while often sacrificing the ability to understand methods for intervening13.

A model that is both interpretable and that accurately predicts urban heat island intensity is needed to allow 
stakeholders to plan interventions to reduce the urban heat island effect. An ideal approach will use readily 
retrieved data sources, so it may be applied to any city to understand its unique urban heating characteristics. It 
will also use modeling techniques that require little technical expertise in urban heat modeling. That is, the model 
will not need technical expertise to be adapted to new locations. Lastly, we believe an optimal methodology will 
focus on measuring the impact of interventions on air temperature, rather than on land surface temperature. 
A large portion of urban heat island studies focus on modeling land surface temperature as this data is readily 
retrieved using satellite imagery. However, land surface temperature is not always the most reliable indicator of 
the impact of urban heat on human comfort14,15. Thus, an ideal model will estimate the effects of interventions 
on air temperature, which is directly related to human comfort.

To understand how we might achieve such a model, we look to recent innovations in the field of spatial 
causal inference. Specifically, we explore how the problems of interference and unobserved confounding may 
be overcome to obtain useful treatment effects for interventions of interest. Such problems are often assumed 
non-existent in traditional causal inference. We explain why they inherently exist in the context of urban heat 
island modeling, and propose solutions for overcoming them. We then construct a model around the goal of 
modeling treatment effects for cool roofs and vegetation. We demonstrate that this model can be developed 
using already existing surface air temperature data, land cover data, and satellite data, which means that it may 
be readily applied to a large number of cities in the United States.

In sum, the contributions of this paper are three-fold. First, we demonstrate how spatial causal inference 
techniques can be applied in the context of urban heat islands. Second, we develop a method to deal with the 
problems of interference and unobserved confounding, both of which make spatial causal inference challenging. 
Third, we show how our approach can provide estimates of the effects of local interventions on temperature. To 
do this, we consider three hypothetical interventions: lining streets with trees, replacing a blacktop with a park, 
and converting a roof to a cool roof.

Developing the spatial causal inference model
In this section, we briefly introduce fundamental concepts of causal inference. We explain the issues encountered 
when applying these concepts to our data, then explain our approach to remedying these issues.

Preliminaries
We provide a brief overview of the fundamental causal inference concepts required to understand our work, 
following the main points highlighted in16. We refer the reader to this review for a more complete introduction 
to causal inference in the context of spatial statistics.

The goal in traditional causal inference is to estimate the true causal effect that some treatment Ai has on an 
outcome Yi for an individual (or unit) i. However, we cannot observe the effect of two different treatments (e.g., 
a treatment and a control) on a unit at once. This presents the fundamental problem of causal inference17. To 
overcome this problem, we create models that, satisfying certain assumptions, allow us to estimate this causal 
effect. A standard estimand for causal effects is the average treatment effect (ATE), given in Eq. (1) for the binary 
case of a treatment ( Ai = 1 ) and a control ( Ai = 0).

This estimand corresponds to the view of the potential outcomes framework, in which the average treatment 
effect is the expected difference between outcomes in a treated and an untreated group. Several assumptions are 
required for this estimand to be valid: 

1.	 No interference. It is assumed that treatments are independent of one another and that giving the treatment 
to one unit i has no impact on another unit i′.

2.	 Consistency. There is no hidden variability in the treatment. That is, if a treatment A is allocated to a group 
of units, then the treatments given to each unit are the same.

3.	 Latent ignorability. The outcomes Y and treatments A are conditionally independent given observed con-
founding variables X . In other words, there is no unobserved confounding18.

(1)ATE = E[Yi(Ai = 1)− Yi(Ai = 0)]
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Assumptions 1 and 2 are commonly referred to as the Stable Unit Treatment Value Assumption (SUTVA)19. In 
spatial causal inference, assumptions 1 and 3 are often (and sometimes inherently) broken. In the context of 
urban heat islands, we may explain the presence of interference by the impact that trees have on temperature. 
Locally, a tree provides shade and increases the amount of energy used for evaporation rather than heating. Both 
of these effects will most significantly decrease temperature closer to the tree, with a decayed effect as distance 
from the tree increases. Thus, to understand the causal effect of planting a tree on temperature, we must estimate 
the effect as a function of distance, and we must control for interfering effects of neighboring vegetation. Latent 
ignorability is also readily understood in this context. The effect of a tree on temperature depends on wind. No 
existing wind data exists at the resolution of data with which we are working. Thus, we have at least one known 
unobserved confounding variable, and perhaps many more unknowns. We develop solutions for dealing with 
these broken assumptions in the following sections.

Dealing with interference
In the absence of interference, and under an assumption of no unobserved confounding variables, we can readily 
estimate the linear causal effect of a treatment Aij on an outcome Yij at any point i, j in a latticed spatial dataset 
using the model provided in Equation 2:

In which Xij represents observed confounders for which we wish to control, and β and γ refer to the learned 
parameters of the model, with εij remaining as a random error term. We bold Xij and γ to indicate that these are 
vectors comprised of all observed confounding variables and their coefficients. Note that this equation implicitly 
assumes that the relationship between Aij , Xij , and Yij is linear. We maintain this assumption for the purposes of 
this work and leave non-linear considerations as future work.

However, if we wish to control for interference, then we must look at the effect of surrounding points on Yij . 
One proposed solution for dealing with interference is proposed in16, in which they add two terms to this model: 
āij and Uij , which refers to the interference term and the unobserved spatial confounding term, respectively. 
Formally, this updated equation is given by Eq. (3). This equation is adapted from its original point-indexed 
notation to deal with lattice-indexed data, as our final objective is to apply this model to satellite (i.e., gridded/
pixelated) data. 

In this formulation, a weighting function w is introduced that incorporates the effect of treatment levels at 
surrounding points, and k, l refer to the pixel distance from the point i, j, which we convert to the Euclidean 
distance. This weighting term is defined as a function of the distance from the point of interest, and thus, to 
adequately control for the effects of neighboring points, this function must be reasonably defined. In theory, the 
interference level between very distant points could still be considered in Āij . However, in practice, it suffices to 
only consider a window size around each point of interest, as we expect the weighting term to become sufficiently 
small at a far enough distance. For our model, we justify the use of an exponential function through the graphical 
model in Fig. 1, which represents a simplified one-dimensional case of heat transfer.

Deriving a weighting function from a simplified graph
Here, we show how the exponential function would arise from a simplified one-dimensional version of the 
gridded space. A similar argument holds for the full gridded space but is more complex. In a one-dimensional 
representation of urban heating, we assume that the treatment Ai at any point i has a direct effect on the tem-
perature Yi , and that the indirect effect of Ai at neighboring temperature points Yi−1 and Yi+1 is mediated through 
the effect on Yi . We reason that this represents the effect of advection on heat transfer.

(2)Yij = βAij + γXij + εij

(3a)Yij =β0Aij + β1Āij + γXij + Uij + εij

(3b)Āij =
∑

k �=0

∑

l �=0

w(
√

k2 + l2)Ai+k,j+l

Figure 1.   A simple one-dimensional graph for modeling the causal relationship between covariates and 
temperature. Dashed lines indicate an unobserved confounding relationship and solid lines represent a causal 
relationship.
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If we temporarily omit the effect of spatial confounding and random error, then we would represent the 
graphical relationship in Fig. 1 through the equation:

Where α and β are referring to the learned parameters of the model. Under this parameterization, we assume 
that having a lower or higher temperature at surrounding points is going to have a corresponding effect on the 
temperature at the point of interest. However, since the goal of our model is to learn the indirect effect of covari-
ates at neighboring points, we would like to obtain a form of the model in which the observed temperatures are 
removed from the model so that we have an equation for temperature that is completely defined in terms of the 
covariates. To do this, we can expand Eq. (4) by writing out the equations for Yi+1 and Yi−1:

When writing out the equations for the temperature at neighboring points, we can start to see the beginning of 
a recursive relationship. If we substituted this function back into the original model, we would then get a further 
expanded equation:

Upon continued expansion, a pattern among the coefficients emerges. Interestingly, this pattern is first noticed 
through the coefficients leading the Y terms on the right-hand side of the equation, in which the numbers 
continue expanding according to the columns of Pascal’s triangle. Thus, the expansion of coefficients that 
correspond to Ai will take the center column of Pascal’s triangle, so that the coefficient will be of the form 
k0 = 1+ 2β2 + 6β4 + 20β6 + ... . Upon recognizing this pattern, For each term ai±j , in which j refers to the 
distance from point i, the general pattern takes the form of:

In which kj refers to that expanded coefficient. Fortunately, this binomial expansion is well known, and it can be 
shown through a simple application of Wilf ’s Snake Oil method20 that the closed form is:

This means that the fully expanded equation for the effect of treatment A can be expressed as:

In which j includes all integers. This expansion allows us to notice two important features of this model: the direct 
effect of a treatment on temperature is dependent on the level of interference (as shown with β in the denomina-
tor), and the indirect effect of neighboring treatments decreases exponentially as a function of distance. For the 
purposes of our analysis, this closed-form solution justifies the use of an exponential function for the weighting 
function originally defined in Eq. (3). Thus, we can define w as:

In which wj is normalized by the denominator over the neighboring k points so the sum of all weights is equal 
to 1, and the length scale parameter ℓ must be tuned to control for the level of interference. We generalize this 
finding beyond the one-dimensional case by considering j as the Euclidean distance between points. To reduce 
the computational cost of calculating the weighted interference terms, we constrain the weighting function to 
only consider a window around each point of interest. Since we are using gridded data, we find that a window 
size of 51x51 pixels around each point is sufficient before the weights get too small. Since our data is at a 10 m 
resolution, this corresponds to considering pixels within 250 m of each point.

Dealing with unobserved confounding
Unobserved confounding shows up in spatial modeling in two scenarios: (1) when there is an unobserved factor 
that covaries with a treatment, and (2) when there is an autocorrelated spatial error term21. In the context of causal 
inference, unobserved confounding can bias estimated treatment effects. In an attempt to remove this bias, we 
re-arrange Eq. (3) so that unobserved confounding is a function of the spatial residuals of the treatments and 
observed confounding variables, given in Eq. (11). We assume that there is still some noise in the unobserved 
confounding term, so we keep the random error term εij.

We then use this equation to learn an underlying spatial process for the unobserved confounding term as a 
function of the coordinates, which we parameterize as a Gaussian process. While an in-depth discussion on 

(4)Yi = αAi + β(Yi−1 + Yi+1)

(5)Yi±1 = αAi±1 + β(Yi + Yi±2)

(6)Yi = α[Ai + β(Ai−1 + Ai+1)] + β2(Yi−2 + 2Yi + Yi+2)

(7)kj =
∑

n≥0

(

2n+ j
n

)

β2n+j

(8)kj =
β j

√

1− 4β2

(

1−
√

1− 4β2

2β2

)j

(9)Yi = α





Ai
�

1− 4β2
+

�

j �=0

β |j|

�

1− 4β2

�

1−
�

1− 4β2

2β2

�|j|�

Ai+j

�





(10)w(j) =
exp(−j/ℓ)

∑

k �=0 exp(−k/ℓ)

(11)Uij = Yij − (β0Aij + β1Āij + γXij)+ εij
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Gaussian Processes is beyond the scope of this work, we elect to use a Gaussian process because it allows us to 
explicitly specify a covariance structure for our residuals. For an in-depth overview of Gaussian processes, we 
refer the reader to22. The ability to specify the covariance structure is important so that we can constrain the 
unobserved confounding term to be smooth enough to only model autocorrelated residuals at a scale larger than 
that of the covariates. In the context of causal inference, it has been shown that if the unobserved confounding 
deals with variance at spatial scales greater than those of the covariates and treatments, then we may decrease 
bias of treatment effect estimates23.

This covariance structure is defined through a covariance function, or a kernel, which is just a function 
that specifies how we expect covariance to behave as a function of distance between points. In the context of 
our problem, we find that a suitable kernel is an exponential function summed with a dot product function, as 
this can be parameterized to both prevent overfitting, and to ensure only larger scale variability is modeled by 
the Gaussian process. We formally define the covariance function in Eq. (12). In this definition, we refer to the 
two-dimensional coordinates as a vector using s , the length scale ℓ , the inhomogeneity parameter σ0 , and two 
constants α1 and α2 , which control the strength of each kernel term. Lastly, we indicate the Euclidean distance 
using || · ||.

We choose an exponential kernel to be consistent with the exponential weighting terms in the regression, which 
allows us to ensure that the length scales of the kernel are greater than the length scales of the regression terms. 
We include the dot product kernel to model larger-scale non-stationarity in the data. In other words, we see a 
gradient in the residuals that appears to be modeled well as a linear function of the coordinates themselves (see 
Fig. 4b). In the case of modeling urban heat islands, we attribute non-stationarity to weak synoptic scale advec-
tion. We treat kernel parameters as hyperparameters, tuned using cross-validation (further details provided in 
the “Methods” section).

Modeling temperature with albedo, vegetation, and land cover
Given the theoretical model in Eq. (3) along with the weighting function defined in Eq. (10), we can now formal-
ize the final model used for our analysis. To estimate the causal effects of cool roofs and vegetation as interven-
tions when controlling for the effects of land use, we propose the model in Eq. (13), using the variables V for 
vegetation, A for albedo, and X for land cover. We use β for coefficients for the causal variables of interest, and 
γ for the coefficients corresponding to the observed confounding variables. 

We note that since there are two causal covariates of interest, we require two weighting functions. As such, 
two separate length scales will need to be fine-tuned during training. By learning two distinct length scales, we 
can learn at what spatial scales these two covariates affect their surroundings. Additionally, land cover was ini-
tially encoded as a one-hot vector corresponding to the land cover classes defined by the National Land Cover 
Database. We attempted to treat this as a causal variable with an additional spatial term. However, we found that 
treating this variable as a weighted average of the classes within the window around each data point resulted 
in approximately equal performance. We theorize that this is because a small subset of the land cover classes 
account for most of the classes co-located with the temperature data (see Fig. 3), and that the length scales at 
which interference occurs in the data is large enough such that the exponential weighted average ends up being 
similar to a simple weighted average of the pixel classes anyways. Furthermore, land cover changes may be con-
sidered less realistic interventions than the interventions of increasing vegetation and albedo. This allows us to 
simplify the causal interpretation of Eq. (13).

The regression terms of Eq. (13) (i.e., all terms besides Uij ) are fit using an L2 penalty, which is commonly 
used in ridge regression. Because there is multicollinearity across the covariates, this penalty ensures that the 
strongest relationships are captured by the model. This provides one source of bias in our approach, as the coef-
ficients will be shrunk by the penalty. Due to this shrinkage, our model may provide conservative estimates of 
treatment effects. We describe the optimization procedure in the “Methods”.

Summary of approach
We summarize the data collection and model fitting procedure in Fig. 2, with further details provided in sub-
sequent sections.

Data collection
To demonstrate our approach, we apply this model to Durham, North Carolina, on a typical summer day (July 
23, 2021). Four datasets are used within this model: a surface air temperature dataset, a derived albedo measure-
ment dataset (using Sentinel-2), the normalized difference vegetation index (NDVI, calculated using Sentinel-2), 

(12)K(si , sj) = α2
1 exp(−||si − sj||/ℓ)+ α2

2(σ
2
0 + si · sj)

(13a)Yij =β1Vij + β2V̄ij + β3Aij + β4Āij + γXij + Uij + εij

(13b)V̄ij =
∑

k �=0

∑

l �=0

wV (
√

l2 + k2)Vi+k,j+l

(13c)Āij =
∑

k �=0

∑

l �=0

wA(
√

l2 + k2)Ai+k,j+l
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and the National Land Cover Database (NLCD). These datasets may be visualized in Fig. 3, with further details 
provided below on data collection.

Temperature dataset
We use temperature data collected through NOAA’s (National Oceanic and Atmospheric Administration) urban 
heat island mapping campaign for our model, which uses the approach described in24, with more specific details 
for the Durham campaign available at25. This data source is chosen because it provides surface air temperature 
at high spatial resolution, on representative days for the selected urban area. To collect this data, volunteers 
attached temperature sensors to their vehicles and drove around around a traversal path at three periods of 
time throughout the day. We used the data collected during the evening time frame, as this is when temperature 
differences were greatest. This data collection method was first pioneered in26, and is commonly used in urban 
heat island research.

A large body of urban heat island research uses Land Surface Temperature (LST) to characterize urban heat 
island intensity27,28. LST data is often preferred because it is easily collected via satellite products, enabling data 
collection for large areas over long time periods. In this study, we opt instead for an air temperature dataset, as 
this is more representative of the urban heat island’s effect on human health and energy consumption29. Moreo-
ver, because this dataset is collected as point data, we are able to calculate spatial effects at a higher resolution 
(10m) than the frequently used LandSat LST resolution (30m). The point data is collected at higher than 10 
meter resolution, and we used the GDAL utility to convert the point data to a rasterized format30. If there were 
more points in each 10-m by 10-m pixel, we averaged the temperature values. This data conversion resulted in 
a 2253-by-2307 pixel image of the data, with 12,448 temperature measurements. This image size was selected to 
have a 1 km (100 pixel) buffer around each measurement. The accompanying land cover, albedo, and vegetation 
data was subset to match these dimensions.

Land cover
The National Land Cover Database was selected for use in this study, for its high quality and ease of availability. 
We selected the data for 2021, the same year the temperature data was collected31. We then upsampled the dataset 
from its original resolution of 30 meters to match the albedo and vegetation resolution at 10 meters, using the 
GDAL utility, with the nearest neighbor upsampling method.

The Local Climate Zone (LCZ) classification scheme for land cover is often recommended for understanding 
the urban heat island effect32. We choose to use NLCD instead of LCZ because NLCD is readily downloaded for 
the entire United States, making it an easier to use data source. While LCZ data can be found online, it is either 

Figure 2.   Summary of approach. We first collect data on the treatments of interest (A and V) and outcome 
(Y), as well as confounding variables that also impact the outcome (X). We stack and sample this data to create 
the dataset used for model fitting. Since the temperature data was collected via vehicular traversal through the 
study area, this process entails sampling each point along the traversal, then selecting the 51 × 51 pixel window 
from the treatments and confound that are centered on this point. We start refining the model by preprocessing 
the data. The 51 × 51 pixel windows corresponding to treatments are multiplied by a weight matrix that weights 
pixels closer to the center higher than points further away, as dictated by a length scale parameter on the weight 
matrix definition. This product provides a spatially-averaged value that estimates the effect of neighboring 
pixels on the temperature at the center of the sample, denoted by Ā and V̄ . We select the center pixels from 
the treatments to capture the direct effect of treatments on the outcomes. The preprocessed dataset used 
for model fitting is then a set of tuples comprised of spatially weighted albedo, center pixel albedo, spatially 
weighted vegetation, center pixel vegetation, average land cover class, and temperature. Our model fits the data 
with a regression, then adjusts the regression with a Gaussian process that models unobserved confounding 
(denoted U). This provides us with an estimate of temperature ( ̂Y  ) with and without the effect of unobserved 
confounding. The model is then validated using a cross-validation strategy that segments out samples from the 
traversal into blocks, with a subset of blocks held-out from model fitting to evaluate model performance. We 
update the weight matrix and model parameters to maximize the performance of the model on this held-out set. 
The best model is used to estimate effects of interventions on temperature.
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at low resolution (> 100 m) or limited to specific sites. In contrast, NLCD is consistently updated for the entire 
United States at 30 meter resolution. Empirically, we find that the LCZ classification scheme tends to correlate 
with the NLCD classification scheme for our areas of interest. Thus, we expect the LCZ system to offer few 
advantages given its lower availability.

Albedo
We calculated albedo using the method defined in33, with Sentinel-2 surface reflectance data. The Sentinel-2 
data was collected using Google Earth Engine, using the least cloudy data within 2 months of the date of the 
temperature collection34.

Figure 3.   Datasets used for analysis. Land cover classes are provided in Table 1.
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Vegetation
The Normalized Difference Vegetation Index (NDVI) is a commonly used satellite-derived metric for quantifying 
vegetation in an area, calculated using the near-infrared (NIR) and red bands of a satellite image. The calcula-
tion is defined as:

The same Sentinel-2 image collected for the albedo calculation was used for this calculation.

Model results
The optimal hyperparameters for the exponential weighting function were a length scale of 16 pixels (160 m) 
for NDVI, and a length scale of 7 pixels (70 m) for albedo, for a window size of 51 × 51 pixels (250 m away from 
each center point). Using these hyperparameters, we apply a bootstrapping approach to estimate coefficients 
and confidence intervals (further details provided in the “Methods” section). Bootstrapped results are shown in 
Table 1. When interpreting these results, it is important to remember that the data is normalized (see “Methods” 
section). Thus, a coefficient value of zero means that the model just predicts the mean temperature.

To create the visuals in Fig. 4, we iterated between fitting the ridge regression and Gaussian process until 
the model converged on all traversal points, which yielded a final R2 of 0.44 in the Ridge model. After fitting 
a Gaussian process to a sample of the residuals of this model, the R2 of the combined Ridge-Gaussian process 
model on all of the data was 0.94. We use a sample of the residuals (1000 data points) to reduce the computational 
burden of the Gaussian process.

Intervention analysis
This model can now provide us with insight into how expected interventions may reduce temperatures in urban 
heat islands. In this section, we propose three common interventions: lining streets with trees, adding in a park, 
and increasing the albedo of a building. We demonstrate how these interventions may be visualized and their 
corresponding direct, indirect, and overall effects on temperature calculated. These estimands are further defined 
in the “Methods” section.

We emphasize that these example interventions consider local effects on temperature when going from one 
extreme to another. That is, when going from no vegetation to vegetation, or from low albedo to high albedo. 
However, with the model trained, the interventions could easily be considered at specific locations. This is done 
by taking the treatment data source (i.e., NDVI), and altering pixel values at the location of interest, then com-
paring model outputs before and after the simulated intervention. Interventions may still be considered at the 
city level by comparing model outputs before and after implementing hypothetical policies. For example, one 
may consider the impact of increasing NDVI in all locations with an NDVI value below 0.2 to be 0.3. This would 
correspond to a policy in which places with little vegetation are targeted for greening initiatives.

(14)NDVI =
NIR− Red

NIR+ Red

Table 1.   Bootstrapped model coefficients. Coefficients that do not include zero in their confidence intervals 
are bolded.

Dataset # Term Coefficient mean 95% confidence interval

NLCD, as percentage of 51 × 51 pixel window

1 11—open water −0.07 (−0.98, 1.08)

2 21—developed, open space 2.60 (1.70, 3.60)

3 22—developed, low intensity 2.08 (1.45, 2.76)

4 23—developed, medium intensity 2.01 (1.61, 2.41)

5 24—developed, high intensity 0.39 (−0.47, 1.05)

6 31—barren land 0.02 (−0.56, 0.63)

7 41—deciduous forest 1.00 (0.46, 1.56)

8 42—evergreen forest 1.18 (0.53, 1.87)

9 43—mixed forest 0.67 (−0.05, 1.48)

10 52—shrub −0.25 (−0.97, 0.57)

11 71—grassland, herbaceous −0.04 (−0.60, 0.58)

12 81—pasture 0.78 (0.02, 1.42)

13 82—cultivated crops 0.00 (0.00, 0.00)

14 90—woody wetlands 1.33 (0.53, 2.15)

15 95—emergent herbaceous wetlands 0.63 (−1.11, 1.97)

NDVI
16 Point − 0.37 (−0.55, −0.12)

17 Spatial −3.25 (−4.50, −2.31)

Albedo
18 Point −0.12 (−0.51, 0.40)

19 Spatial −1.06 (−1.61, −0.32)
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Lining a street with trees
A common intervention is to line streets with trees. We may consider this effect through a pixel-wise change in 
NDVI from 0 to 1 along two parallel lines. The physical interpretation of this intervention is that there is a 30 
m wide street canyon with 10 meter wide trees lining a 10 m wide street. We are restricted to considering 10-m 
by 10-m sized interventions due to the resolution of the data. We justify this size intervention because 10 m is 
approximately the canopy diameter of several common urban tree species, measured at maturity35. We visualize 
this effect in Fig. 5.

Replacing an urban block with a park
Again, we can consider the impact of greenspace on urban temperatures by looking at the impact of a park on 
temperatures, an intervention that has been richly studied in the past36. In this example, we can visualize the 
impact of a 100-m by 100-m park on temperature in Fig. 6. Compared with the previous example, the indirect 

Figure 4.   Temperature map before and after adding the unobserved spatial process.

Figure 5.   Temperature change for a street lined with trees modeled by changing NDVI from 0 to 1 along two 
parallel lines. Plots on top show effect on temperature as a function of distance from the intervention. Plots 
on bottom visualize the effect over space. The effect is quantified using �◦

C , to suggest that this would be the 
change to temperature on average on any street where this intervention was implemented.
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effect is much larger, which suggests that larger patches of greenspace will have a greater indirect effect, and that 
we may expect larger green spaces to affect temperatures at further temperatures away.

A cool roof implementation
Lastly, we may consider the effect of cool roofs with a similar visual to the example above—a simple increase in 
albedo from a low value (0) to a high value (1). This intervention is shown in Fig. 7.

Discussion
The results above demonstrate that a causal inference based model can help decision makers understand both 
the magnitude and spatial extent of interventions on temperature.

The methodology presented in this work demonstrates how causal inference techniques can provide estimates 
of local treatment effects. This contribution is in contrast with previous works that calculate interventions at the 
city-wide scale. A local intervention approach should be preferred over city-wide analyses because interventions 
intrinsically take place at local scales, and are neither reasonable nor cost-effective when considered over the 
scale of an entire city.

This work is limited to analyzing temperature on a single day, during a single time period for that day. We 
admitted this limitation due to the desire to use higher spatial resolution air temperature data than previous 
studies. To avoid this limitation in the future, meteorological networks should expand. Indeed, tools such as 
Weather Underground are enabling this growth in data collection, so that future work can capture spatiotemporal 
variations in treatment effects. Furthermore, we restrict our analysis of interventions to that of vegetation and 
increasing albedo. This is because these interventions are the most often cited interventions in the literature. 
However, more complex interventions exist. For example, at the building scale, energy efficiency measures such 
as improving the building envelope reduce anthropogenic heating by decreasing the amount of heat expelled by 
air conditioning. To analyze the effect of such interventions on urban heat islands, the contribution of anthropo-
genic heating to the surface energy balance must be adequately characterized. Recent research has attempted to 
capture this relationship, and future work should analyze the ability of interventions to reduce the contribution 
of anthropogenic heating to urban heat island development37.

It is important to consider the limitations of this approach in contrast to alternatives (e.g., CFD, UCM, 
and black-box approaches). While our approach is less computationally intensive than these alternatives, it is 
restricted to learning spatially-averaged causal effects over the time period of the data. In contrast, alternative 
approaches can simulate the effects of interventions under diverse meteorological conditions. Furthermore, 
there is an inherent trade-off in expertise required to implement our approach over alternatives. While CFD 
and UCM require subject matter expertise in physical modeling, this approach requires greater expertise in the 
fields of spatial statistics and causal inference. This is often the case when considering data-driven methods for 
modeling the physical world. Despite these trade-offs, our approach provides a first-order approximation of 
intervention effects at the time of data collection. Since our data was collected on a prototypical warm summer 

Figure 6.   Temperature change estimated for a 100 m by 100 m park, with an NDVI of 1 within the park, 
compared to an NDVI of 0. Plots on top represent change in temperature as a function of the distance from the 
center of the intervention. Plots on bottom show the effect over space. This intervention represents an average 
effect for a park of this size, if it were to be implemented anywhere within the study area.
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day, we believe this estimate allows for a cheaply acquired understanding of the effects of interventions when they 
would be most important (i.e., during periods of extreme heat). Furthermore, our approach is advantageous in 
the absence of high resolution canopy data needed for accurate CFD or UCM approaches, since we rely instead 
on widely available satellite data. Future iterations of our approach may be more easily adopted by stakeholders 
with greater data collection and model refinement, as estimates may then be acquired for locations of interest 
with minimal or no further model refinement.

There are multiple future methodological improvements possible for this line of research. First, the model 
parameterized in this work assumes constant, isotropic interference within the location of interest, but it is 
reasonable to assume that the level of interference will vary across space and time, as a function of urban mor-
phology and meteorological conditions. Intuitively, we would expect that interference will be lower over rougher 
surfaces (under weak synoptic conditions), as there will be greater vertical mixing. So, the highly urbanized 
regions may experience less interference. Indeed, several studies describe how mitigation effects vary over space 
and time36. Furthermore, this is suggested in our model, as the indirect effect of changing albedo is best modeled 
using a smaller length scale than the optimal length scale found for modeling NDVI. We believe this is because 
albedo is highest in urbanized settings that already use cool roofs (see Fig. 3d), so the length scale learned for 
albedo is biased to better represent urbanized effects, whereas NDVI is more variable over the whole area. Because 
of this, the model learns that changing NDVI has a larger indirect effect on average, when in fact that could be an 
artifact of the training data. Thus, future modeling approaches should consider spatiotemporally heterogeneous 
interference. Second, we assume a linear relationship between vegetation, albedo, and land use with temperature, 
when a non-linear relationship may be more appropriate. Certain interventions may lead to non-linear decreases 
in temperature through multiple physical changes to the environment. For example, replacing a parking lot with 
trees provides shade, alters the net radiation flux, and increases the amount of heat released as latent rather than 
sensible heat (i.e., more heat is used to evaporate water rather than heat air). Because there are multiple pathways 
of temperature reduction, we might expect the size of the treatment effect to vary non-linearly as a function of 
the intervention extent and existing local conditions. Lastly, this methodology has been developed to be easily 
applied to new locations. The data sources are all readily retrieved using Google Earth Engine, the National Land 
Cover Database, and NOAA’s urban heat island campaign. We expect that incorporating data from more cities 
will enable a model to learn heterogeneous interference levels and non-linear treatment effects.

The goal of this research is to demonstrate how spatially aware causal inference can empower precision climate 
management by informing decision makers of the ability of local interventions to reduce ambient temperature. 
With continued research into precision climate management, we can build more resilient cities to reduce heat 
risk, improve human comfort, lower energy demand, and decrease greenhouse gas emissions.

Figure 7.   Temperature change estimated for a 50 by 50 m building, from an albedo of 0 to an albedo of 1. 
Plots on top are change in temperature along North distance 0, to show change in temperature as a function 
of distance from center of intervention. Plots on bottom show the areal effect. We note that this represents the 
average spatial effect of changing albedo in the study area.
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Methods
Data regularization
Prior to model fitting, all covariates were normalized to have a minimum of 0 and maximum of 1, so that we 
could apply L2 regularization during model fitting. Because of multicollinearity within these data sources (e.g., 
highly urbanized land cover classes tend to have a lower NDVI value), L2 regularization ensures that the model 
places greater weight on stronger relationships. Since the covariates had non-normal distributions that are heav-
ily skewed in some cases, minimum/maximum standardization is preferred. Conversely, the outcome variable, 
temperature, followed an approximately Gaussian distribution, so we normalized this variable to have a mean 
0 and standard deviation 1.

Model training and hyperparameter tuning
To fit this model, we need to jointly train both the coefficients corresponding to the covariates, as well as the 
unobserved confounding variable. To do so, we iterated between training the model on the covariates using ridge 
regression and fitting the residuals using a Gaussian process. The initial ridge fit trains on the outcome variable, 
and in subsequent iterations the fit residuals from the Gaussian process are subtracted from the outcome vari-
able, so that the regression learns model coefficients that have been deconfounded by the Gaussian process. This 
algorithm is summarized formally in Algorithm 1, in which we denote the log-likelihood of ridge regression as 
L . Recall from earlier that we defined the covariance function for the Gaussian process as K, and that we treat 
the residuals as noisy. In the algorithm, the covariance function corresponds to a matrix of covariance values 
between observed data points. To incorporate noise into model fitting, a noise term σn is added to the diagonals 
of this covariance matrix. This noise term is an additional hyperparameter to be learned. We found that model 
coefficients and performance tended to stabilize after 3–5 iterations, yet we iterate ten times so that we can ensure 
model convergence (in the algorithm, the iteration is denoted by m).

Algorithm 1.   Training algorithm for ridge regression and Gaussian process.
To fine-tune the hyperparameters for ridge regression, the Gaussian process, and the length scale parameters 

for weighting functions wv and wa , we perform a grid search employing a k-fold block validation strategy. The 
data points are first split into k-folds using K-means on the coordinates, so that the data is split into approximately 
b equal area blocks, according to the method outlined in38. We then get k folds from the blocks by selecting b/k 
blocks to include in the validation set, with the remaining blocks comprising the training set, as visualized in 
Fig. 8. This provides us with k splits of the data from which we can select the optimal hyperparameters based on 
the validation R2 value of the ridge regression model, which we obtain by averaging the ridge regression validation 
performance over iterations 5–10. This block cross-validation strategy is important so that the model generalizes 
beyond learning the optimal weighting function that best captures autocorrelation, to learn causal relationships 
instead that capture the level of interference39. It is worth noting that using a grid search for Gaussian process 
hyperparameters is computationally expensive. In future iterations of this approach, we suggest applying gradient 
descent to these hyperparameters, as described in40.

To develop the algorithm above, we used the scikit-learn implementations of ridge regression, Gaussian 
processes, and K-means41.

Uncertainty quantification
To calculate uncertainty of model parameters, we employ a block bootstrap approach. Similar to the k-fold vali-
dation strategy employed above, we again get b equal area blocks using K-means, then we sample b blocks, with 
replacement, to get a bootstrapped sample of the data (see Fig. 8b). We then perform the iterative procedure to 
fit the model, then save the model coefficients at iteration 5. This is performed over 100 different bootstrapped 
samples, so that we may obtain an empirical distribution function for each of the model coefficients. Given this 
cheap posterior estimate of model coefficients, we may then calculate a distribution for the causal estimands of 
interest42.

Estimating the effects of interventions
In traditional causal inference, effects are often given as average treatment effects, wherein the effect of a treat-
ment is estimated as the averaged difference between treated units and control units. In the presence of interfer-
ence, it is necessary to characterize intervention effects using alternative causal estimands. While we refer the 
reader to16 for a more complete explanation of these estimands, we summarize these estimands in Eqs. (15)–(18). 
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The direct effect, given in Eq. (15), allows us to estimate the effect of implementing an intervention at a specific 
point of interest, while keeping the neighboring effects constant.

The indirect effect (Eq. (16)), calculates the effect of implementing an intervention in a local area, in which the 
point of interest is unchanged. In other words, this estimand calculates the effect of neighboring interventions 
when there is no change at point ij.

The total effect and overall effect (Eqs. 17 and 18, respectively), calculate the change at a point of interest when 
an intervention is implemented at both that point and in the surrounding area. The distinction between the two 
is that the total effect is used when there is an intervention at a point of interest, and this need not be the case 
for the overall effect. For our purposes, we are interested in understanding this overall effect, as we would like to 
understand the effect of interventions at both the points of intervention, and in the surrounding area.

To make the distinction between the Total Effect and Overall Effect more clear, we denote that we are comparing 
an area after an intervention a with the pre-intervention area a′ . Because we are looking at an area, and not just a 
specific pixel where an intervention took place, there might be some pixels in which no intervention took place.

Data availability
The datasets used are all publicly available, and code used for processing the data is provided in the code reposi-
tory. Additionally, the post-processed datasets may be found in the code repository. Temperature data can be 
found at https://​www.​heat.​gov/​pages/​nihhis-​urban-​heat-​island-​mappi​ng-​campa​ign-​cities. Land cover data for 
2021 can be accessed at https://​www.​mrlc.​gov/​data/​nlcd-​2021-​land-​cover-​conus. Sentinel-2 satellite data for 
NDVI and albedo can be accessed using Google Earth Engine34.

Code availability
The code used for this analysis may be found at https://​github.​com/​zcalh​oun/​causal-​uhi. The code is addition-
ally being uploaded to the Duke University Digital Research Data Repository to guarantee long-term access and 
provenance with a permanent DOI.

Received: 1 November 2023; Accepted: 28 December 2023

(15)DEij(�aij , āij) = E[Yij(aij +�aij , āij)− Yij(aij , āij)]

(16)IEij(aij ,�āij) = E[Yij(aij , āij +�āij)− Yij(aij , āij)]

(17)TEij(�aij ,�āij) = DE(�aij , āij)+ IE(aij ,�āij) = E[Yij(aij +�aij , āij +�āij)− Yij(aij , āij)]

(18)OEij(a, a
′) = E[Yij(aij , āij)− Yij(a

′
ij , ā

′
ij)]

Figure 8.   How K-means is applied to generate training and validation splits, and to apply block bootstrapping. 
The left map shows 50 splits of the data. The right map shows an example split, in which 40 blocks are used for 
training, and 10 blocks are used for validation.

https://www.heat.gov/pages/nihhis-urban-heat-island-mapping-campaign-cities
https://www.mrlc.gov/data/nlcd-2021-land-cover-conus
https://github.com/zcalhoun/causal-uhi
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