
1

Vol.:(0123456789)

Scientific Reports |        (2023) 13:19341  | https://doi.org/10.1038/s41598-023-46682-z

www.nature.com/scientificreports

A runoff prediction method 
based on hyperparameter 
optimisation of a kernel extreme 
learning machine with multi‑step 
decomposition
Xianqi Zhang 1,2,3, Fang Liu 1*, Qiuwen Yin 1, Yu Qi 1 & Shifeng Sun 1

To improve the accuracy of runoff forecasting, a combined forecasting model is established by using 
the kernel extreme learning machine (KELM) algorithm optimised by the butterfly optimisation 
algorithm (BOA), combined with the variational modal decomposition method (VMD) and the 
complementary ensemble empirical modal decomposition method (CEEMD), for the measured daily 
runoff sequences at Jiehetan and Huayuankou stations and Gaochun and Lijin stations. The results 
show that the combined model VMD-CEEMD-BOA-KELM predicts the best. The average absolute 
errors are 30.02, 23.72, 25.75, 29.37, and the root mean square errors are 20.53 m3/s, 18.79 m3/s, 
18.66 m3/s, and 21.87 m3/s, the decision coefficients are all above 90 percent, respectively, and the 
Nash efficiency coefficients are all more than 90%, from the above it can be seen that the method has 
better results in runoff time series prediction.

The results of the medium- and long-term prediction of runoff are an important basis for rational scheduling, 
scientific planning, and comprehensive use of water resources, and also play an important role in the optimal 
operation of reservoirs, which is directly related to the industrial and agricultural production in the watershed 
and the development of the local socio-economy1. Therefore, it is of great practical significance to predict the 
change in runoff. The traditional methods of runoff prediction include hydrological modeling2 and statistical 
methods. There are generally problems of not easy access to parameters unsatisfactory fitting predictions, and 
complex model construction. In recent years neural networks3, grey prediction models4, regression models5 , 
and other intelligent methods have been gradually promoted and applied. The development of machine learning 
has provided new ideas for the prediction of complex runoff, in which the traditional shallow machine learning 
methods can successfully carry out the prediction of complex and non-stationary runoff, but their accuracy still 
needs to be further improved6. As artificial intelligence technology continues to evolve, deep learning is being 
introduced into the field of prediction. Among them, the Kernel Extreme Learning Machine (KELM) model has 
strong nonlinear forecasting ability, fast convergence speed and the ability to capture long-term correlation of 
time series, which can retain historical useful information for a long period of time7.

In the actual prediction process, due to the complexity of the runoff changes, a single prediction model will 
lose the important information implied in the original sequence, the prediction results and the actual runoff 
are difficult to fit well, so its coupled prediction model is getting more and more attention. In search of ways to 
improve the accuracy of predictions, Qiao et al.8 proposed a meta-heuristic evolutionary deep learning model 
based on Time Convolutional Network (TCN), Improved Aqua Hawk Optimiser (IAO) and Random Forest (RF) 
for rainfall runoff simulation and multi-step runoff prediction. RF is first used to calculate the correlation between 
the input variables and the predicted objects, and then the filtered data is sent to the TCN model. The parameters 
of the TCN model were optimised using the IAO algorithm, and the runoff from the Panzhihua site was simu-
lated and predicted by building several models, and the results showed that the proposed model had the highest 
accuracy. A prediction model combining an integrated empirical modal decomposition (EEMD) method and a 
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long short-term memory (LSTM) network was proposed by Huang et al.9. Combination of EEMD and K-means 
algorithms to decompose and reconstruct rainfall as the main variable affecting runoff into new sequences with 
greater regularity. The results show that the EEMD-LSTM multivariate model has better simulation performance 
than other models The EEMD-LSTM multivariate model is suitable for simulation and prediction of daily-scale 
rainfall-runoff processes in the rice area of southern China. An interval prediction method for monthly runoff 
based on WOA-VMD-LSTM was proposed by Wang et al.10. Variational Modal Decomposition (VMD) optimised 
using the Whale Optimisation Algorithm (WOA), followed by prediction of each subsequence using Long and 
Short Term Memory Neural Networks (LSTMs) to obtain the final point prediction. The results show that the 
predictive accuracy of the model is significantly higher than the other models used. Lian11 proposes a combined 
runoff prediction model based on complementary integrated empirical modal decomposition. The runoff data 
of Manas River in China is selected as the research object, and an improved fireworks algorithm is proposed to 
optimise the parameters of GPR and SVM models. Comparing the proposed combined model with the existing 
prediction model, the comparison result curves between the predicted and actual values of runoff, prediction 
errors, histograms of prediction error distribution, performance indexes and related statistical indexes show 
that the established prediction model has higher prediction accuracy and can correctly reflect the change rule of 
runoff. Zhang et al.12 constructed a coupled model based on MEEMD-ARIMA and applied it to the downstream 
runoff prediction of the Yellow River. The results show that the model has higher accuracy than the CEEMD-
ARIMA model or EEMD-ARIMA model, and provides new ideas and methods for annual runoff prediction. 
Yan et al.13 proposed a model based on weighted integrated modified complementary integrated empirical modal 
decomposition to predict the monthly runoff at the lower Yellow River hydrological station. Particle swarm 
optimisation was used to optimise the parameters of the support vector regression, back-propagation neural 
network, and long- and short-term memory neural networks that make up the model. The weighting coefficients 
and frequency terms of the MCEEMD decomposition were used to obtain the final predictions. The results 
show that the model outperforms other models, with all error indicators minimised. Kernel extreme learning 
machines can improve the robustness of extreme learning machines by converting linearly non-separable data 
in low-dimensional spaces into linearly separable data. Lu et al.14 used the Algorithm for Particle Swimming 
Optimisation with Active Operators (APSO) to construct the optimal KELM classifier for APSO-KELM. Experi-
ments show that APSO-KELM has higher classification accuracy than existing KELM models and algorithms 
combining PSO/APSO with ELM/KELM. Song et al.15 proposed a water quality assessment model based on 
the sparrow search algorithm optimised kernel extreme learning machine (KELM) applied to the Luoyang 
River Basin, where the extreme learning machine (ELM), KELM, support vector regression (SVR), and back-
propagation neural network (BPNN) were used as baseline models to validate the proposed hybrid model. The 
results show that the water quality evaluation model based on KELM optimisation is superior to other models.

All of the models constructed by the above methods performed only single-step predictions and did not 
take into account the high complexity of the models. In this paper, different decomposition methods are used 
for multi-step decomposition prediction, and sample entropy is introduced to reorganise the components with 
similar complexity, reduce the number of components and decrease the time complexity of the model. For the 
prediction of daily runoff, this paper uses the kernel-limit learning machine algorithm developed on the basis 
of statistical learning theory. Statistical learning theory is a theory specialised in studying the laws of machine 
learning in the case of small samples, providing a unified framework for solving finite sample learning problems. 
It can incorporate many existing methods, which can help to solve many original difficult problems such as neural 
network structure selection problems, local extreme value problem, etc., and finally get the global optimal solu-
tion. Therefore, the kernel extreme learning machine (KELM) algorithm is adopted in this paper for prediction, 
while the butterfly optimisation algorithm is used to optimise the KELM model to get better prediction results, 
that is, the combined VMD-CEEMD-BOA-KELM prediction model is established and applied in runoff predic-
tion of the Jiehetan, Huayuankou, Gaocun and Lijin stations.

Research methodology and theory
VMD‑CEEMD decomposition algorithm
Variational Modal Decomposition (VMD) is an adaptive signal decomposition algorithm. It can decompose the 
signal into multiple components, and its essence and core idea is the construction and solution of the variational 
problem. VMD is commonly used to process non-linear signals and can decompose complex raw data to obtain 
a series of modal components16.

It can effectively extract the features of runoff data and reduce the influence of its nonlinearity and non-
stationarity on the prediction results. The main steps of the VMD algorithm are: (1) The original signal is 
passed through the Hilbert transform to obtain a series of modal functions u, which are calculated to obtain 
the unilateral spectrum; (2) Transform the spectrum into the fundamental frequency band and construct the 
corresponding constrained variational problem by estimating the bandwidth; (3) Converting a constrained 
variational problem into an unconstrained variational problem17.

The calculated equations are as follows:

where uk(t) and ωk are the modal components and the corresponding center frequencies, respectively, α is the 
penalty function and λ is the Lagrange multiplier. The results of several experiments show that the decomposi-
tion results are better when α is taken as 2000, so in this paper, α is set to 2000. The k modal components of the 
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VMD are solved by using the alternating direction method of multiplicative operators to find the saddle points 
of the unconstrained variational problem.

There are some potential features of the VMD decomposed runoff residual sequence. The CEEMD decomposi-
tion method is a new adaptive signal processing method. Compared with the commonly used EEMD method, 
its decomposition efficiency and reconstruction accuracy are higher, and it better exploits the potential features 
of residual sequences.

The EMD method is a method proposed by Huang et al. for signal time-domain decomposition processing, 
which is particularly suitable for the analysis of nonlinear and non-stationary time series18. In order to cope with 
the modal confusion problem of the EMD method, Wu et al.19 proposed an overall average empirical modal 
decomposition. The EEMD method effectively suppresses the modal aliasing caused by the EMD method by 
adding white noise to the original signal several times, followed by EMD decomposition, and averaging the EMD 
decomposed IMFs as the final IMFs20.

CEEMD by adding two Gaussian white noise signals with opposite values to the original signal, which are 
then subjected to separate EMD decompositions. In ensuring that the decomposition effect is comparable to that 
of EEMD, CEEMD reduces the reconstruction error induced by the EEMD method. After the original signal 
x(t) is decomposed by CEEMD, the reconstructed signal can be represented as

In Eq. (2), IMFi(t) is the intrinsic modal function component; rn(t) is the residual term; and n is the num-
ber of intrinsic modal components when rn(t) becomes a monotonic function. The original sequence is finally 
decomposed into a finite number of IMFs.

KELM
In order to accurately predict the runoff sequence, this paper establishes a kernel limit learning machine predic-
tion model based on the kernel function optimised by the nature-inspired BOA algorithm.

In Fig. 1, the ELM input weights ω ∈ RXY (X and Y are the input and hidden layer neural networks, respec-
tively) and biases are randomly generated21. Extreme learning machines require less manual tuning of parameters 
than BP neural networks, and can be trained on sample data in a shorter period of time, with fast learning rate 
and strong generalisation ability.

Its regression function with output layer weights is:

where: f (x)-model output; x -sample input h(x) and H-hidden layer mapping matrix; β -regularisation 
parameter; T-sample output vector.

Conventional ELM prediction models (solved by least squares) tend to destabilise the output when there 
is potential covariance in the sample parameters. Therefore, Huang et al.22 used the Kernel Extreme Learning 
Machine (KELM) with kernel function optimisation. Based on the kernel function principle, KELM can project 
covariant input samples into a high-dimensional space, which significantly improves the fitting and generalisation 
ability of the model. In addition, this model does not need to set the number of hidden layer nodes manually, 
reducing the number of spatial training bits and training time. The model output equation is:
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Figure 1.   Structure of the KELM model.
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where: K(xi , xj)-kernel function; �ELM-kernel matrix, which is calculated as:

where: xi and xj-sample input vectors, i and j are taken as positive integers within [1,N]; K(xi , xj)-kernel function.
KELM determines the implicit layer mapping kernel function in the form of an inner product by introducing a 

kernel function, and the number of implicit layer nodes does not need to be set; The result is faster model learning 
and effective improvement of the generalisation ability and stability of the KELM-based runoff prediction model.

BOA optimisation of KELM
Butterfly optimisation algorithm is an intelligent optimisation algorithm derived by simulating butterfly searching 
for food and mating behaviour23. In the BOA algorithm, each butterfly emits its own unique scent. Butterflies 
are able to sense the source of food in the air and likewise sense the scent emitted by other butterflies and move 
with the butterfly that emits a stronger scent, the scent concentration equation is:

where f—Concentration of scent emitted by the butterfly, c—Perceived morphology, l—Stimulus intensity, 
a—Power index, taken between [0,1]. When a = 1, it means that the butterfly does not absorb the scent, mean-
ing that the scent emitted by a specific butterfly is perceived by the same butterfly; This case is equivalent to a 
scent spreading in an ideal environment, where the butterfly emitting the scent can be sensed everywhere in the 
domain, and thus a single global optimum can be easily reached.

In order to prove the above with the search algorithm, the following hypothetical regulations were set up 
to idealise the characteristics of butterflies: (i) All butterflies can give off some scent, and butterflies attract and 
exchange information with each other by virtue of the scent. (ii) Butterflies undergo random movements or 
directional movements towards butterflies with strong scent concentrations.

By defining different fitness functions for different problems, the BOA algorithm can be divided into the 
following 3 steps:

Step 1: Initialisation phase. Randomly generate butterfly locations in the search space, calculate and store 
each butterfly location and fitness value.

Step 2: Iteration phase. Multiple iterations are performed by the algorithm, in each iteration the butterflies 
are moved to a new position in the search space and then their fitness values are recalculated. The adaptation 
values of the randomly generated butterfly population are sorted to find the best position of the butterfly in the 
search space.

Step 3: End Phase, In the previous phase, the butterflies move and then use the scent formula to produce a 
scent in a new location.

The penalty parameter C and the kernel function parameter K in the kernel-limit learning machine are chosen 
as the searching individuals of the butterfly population, and the BOA-KELM model is constructed to achieve the 
iterative optimisation of C and K. The specific steps are as follows:

Step 1: Collect runoff data and produce training and prediction sample sets.
Step 2: Initialise the butterfly population searching individuals i.e. penalty parameter C and kernel function 

parameter K.
Step 3: Initialise the algorithm parameters, including the number of butterfly populations M, the maximum 

number of iterations .
Step 4: Calculate the fitness value of the individual butterfly population and calculate the scent concentration 

f. Based on the fitness value, the optimal butterfly location is derived.
Step 5: Check the fitness value of the butterfly population searching individuals after updating their posi-

tions, determine whether it is better than before updating, and update the global optimal butterfly position and 
fitness value.

Step 6:Judge whether the termination condition is satisfied. If it is satisfied, exit the loop and output the 
prediction result; otherwise, bring in the calculation again.

Step 7:Input the test set into the optimised KELM and output the predictions.
According to the above steps, the corresponding flowchart is shown in Fig. 2.

VMD‑CEEMD‑BOA‑KELM prediction model
In order to improve the accuracy of runoff prediction, this paper designs a runoff prediction framework based 
on the idea of "decomposition—modeling prediction—reconstruction", as shown in Fig. 3, and the specific 
prediction steps are as follows:

Step 1: Data pre-processing. Anomalies in the original runoff series were processed using the Lajda criterion.
Step 2: VMD-CEEMD decomposition. The raw runoff series was decomposed using the VMD algorithm, and 

then the data was decomposed quadratically using the CEEMD algorithm to obtain k components.
Step 3: Data preparation. Each component is normalised and divided into a training data set and a test data set.
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Step 4: Modelling prediction. A BOA-optimised KELM model is built based on the training dataset for each 
component and predicted for the test dataset.

Step 5: Reconstruction. The predictions of all components are accumulated to obtain the prediction of the 
original runoff sequence.

Evaluation indicators
In order to reflect the error and prediction accuracy of the model prediction results more clearly, four indicators, 
RMSE, MAE, R2, and NSE are used for the analysis, and the equations are calculated as follows:

RMSE =

√

1

N
·
∑N

i=1

(

yi − yc
)2

Figure 2.   BOA Optimisation KELM Model Flowchart.

Figure 3.   VMD-CEEMD-BOA-KELM prediction model framework.
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Example applications
Data sources
The study area of this paper is Jiehetan, Huayuankou, Gaocun and Lijin hydrological stations, and the data are all 
obtained from the measured data of the hydrological stations in the Yellow River Basin and have been checked 
for tricity. The location of the study area is shown in Fig. 4. This map was created using the ArcMap 10.2 URL: 
www.​arcgis.​com.

The day-by-day runoff sequences from four hydrological stations in the Yellow River Basin for the period 
of 2016–2022 were selected for the experiments, and the first 70% of the data were classified as the training 
sample set, and the remaining 30% of the data were classified as the test set, and the process of the daily runoff 
sequences is shown in Fig. 5.

Data decomposition
The above runoff sequence was decomposed using the VMD algorithm to obtain six components IMF1 to IMF6, 
as shown in Figs. 6, 7, 8 and 9.

The VMD decomposition method is used to decompose the raw runoff series to visualise the hidden infor-
mation such as the cyclical trend inherent in the time series, and at the same time increase the amount of data 
information for the prediction model. Long-term trend changes, periodic changes and irregular random change 
sequences were obtained. The fluctuations of the residual terms decomposed from the runoff series showed 
randomness and the fluctuations increased significantly with the onset of the flood season each year.

The choice of the number of different modes k affects the results of the VMD decomposition and also the final 
prediction. If the number of components of the decomposition is too small, the accuracy of the decomposition is 
not guaranteed and cannot effectively reduce the complexity of the original sequence; If the number of compo-
nents is high, it results in some of the modes having the same frequency and produces an over-decomposition. 
In this paper, the optimal k value is obtained adaptively after permutation entropy algorithm to obtain six 
sequence components.

After selecting the number of modes, the raw runoff sequence was decomposed by VMD into six decom-
position results with high complexity. From the above Fig. 6, it can be seen that the IMF2 term after the VMD 
decomposition of the Clipper Beach station has a strong volatility, and its sample entropy24 value is calculated to 
be 1.5649. From Figs. 7, 8, and 9, it can be seen that the IMF8 terms after VMD decomposition of Huayuankou, 
Gaocun, and Lijin stations have strong volatility, are more complex, and carry rich information. If they are 
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Figure 4.   Location map of the study area.
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predicted directly during the modeling process, the predictive accuracy of the overall model will be weakened. 
The EEMD quadratic decomposition is performed on these highly volatile terms, and the results of the decom-
position are shown in Figs. 10, 11, 12, and 13.

When analyzed together with the above decomposition diagrams, both decomposition methods can effectively 
separate the frequency, amplitude and period contained in the runoff and reduce the non-linear characteristics 
of the runoff. In the VMD decomposition results, some signals with similar scales are present in some epochs of 
IMF4 and IMF5, suggesting that modal mixing may occur in these three components; In the CEEMD decomposi-
tion results, there are no signals with very different eigentime scales in the same IMF component, and there are 
no signals with similar scales in different IMF components, indicating that the decomposition method avoids 
the phenomenon of modal aliasing.

Figure 5.   Daily runoff series graph.

Figure 6.   VMD decomposition results for Jiahetan hydrological station.
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Inputs and outputs of the predictive model
For each of the above IMFs, a BOA-KELM prediction model is built separately, and the superposition of the 
prediction results of each sub-sequence is the prediction result of the original runoff sequence. Where the input 
step of the model is determined using a partial auto correlation function (PACF) that highlights the effect of time 
lag on runoff in the current time period. Assuming the output variable is xi , the first L variables are the input 
variables when the PACF of lag L exceeds the 95% confidence interval 25.

Taking the Clip River Beach station as an example, the original daily runoff sequence was decomposed by 
VMD to obtain six sub-sequences, and the input steps of each IMF were calculated by PACF as 1, 6, 4, 4, 8, and 
11, respectively. The Clipper Beach runoff sequence PACF is shown in Fig. 14, and the specific input step and 
input variables for each hydrological station are shown in Table 1.

Figure 7.   VMD decomposition results for Huayuankou hydrological station.

Figure 8.   VMD decomposition results for Gaocun hydrological station.
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Figure 9.   VMD decomposition results for Lijin hydrological station.

Figure 10.   CEEMD decomposition results for Jiahetan hydrological station.

Figure 11.   CEEMD decomposition results for Huayuankou hydrological station.



10

Vol:.(1234567890)

Scientific Reports |        (2023) 13:19341  | https://doi.org/10.1038/s41598-023-46682-z

www.nature.com/scientificreports/

As can be seen in Fig. 14, among all these delays, one of the delays in PACF1 exceeds the threshold corre-
sponding to the 95% confidence interval, and therefore the input dimension of the prediction model for direct 
prediction of runoff sequences is taken to be 1.

Discussion
Analysis of the results of the VMD‑CEEMD‑BOA‑KELM prediction model
Combining the multi-step decomposition and butterfly optimisation algorithms to improve the kernel limit 
learning machine to obtain the four hydrological stations runoff sequence prediction results are shown in Fig. 15. 
It can be seen that the VMD-CEEMD-BOA-KELM (VCBK) model achieves a better fit. The NSE values of their 
test sets when using the kernel function are all higher than 0.9, the MAEs of the four hydrological stations were 
30.02, 23.72, 25.75, and 29.37, the MBEs were 2.37, 1.71, 1.34, and 1.99, and the RMSEs were 20.53 m3 /s, 18.79 
m3 /s, 18.66 m3 /s, and 21.87 m3 /s, respectively. The predicted values of the VCBK model are closer to the true 
values of the samples and have high accuracy.

Comparative analysis with other models
In this paper, BOA-KELM (BK) without decomposition of the real sequence, VMD- BOA-KELM (VBK) after 
VMD decomposition, and CEEMD-BOA-KELM (CBK) after CEEMD decomposition are selected as the com-
parative models, and the prediction results of each model are shown in Fig. 16.

As can be seen from Fig. 16, the prediction curves of the four models at the rest of the time are overall similar 
to the trend of the measured value curves, except for the time period corresponding to the rectangular area. At 
all time points, the predicted values of the VCBK model are infinitely close to the measured values, and therefore 
it has the highest prediction accuracy, while the CBK and VBK models have higher prediction accuracy, and the 
BK model has the lowest prediction accuracy. Further, zooming in on the prediction curves in the rectangular 
region, as shown in the small graph in Fig. 16, it can be seen that the prediction curves of the VCBK model, the 
VBK model, and the CBK model combined with the data decomposition algorithm are closer to the measured 
values than the prediction curves of the BK model without the data decomposition algorithm combined, it shows 
that the hybrid runoff prediction model combining decomposition methods can improve the prediction accuracy 

Figure 12.   CEEMD decomposition results for Gaocun hydrological station.

Figure 13.   CEEMD decomposition results for Lijin hydrological station.



11

Vol.:(0123456789)

Scientific Reports |        (2023) 13:19341  | https://doi.org/10.1038/s41598-023-46682-z

www.nature.com/scientificreports/

of the peak point of the runoff sequence. The error metrics MAE, MBE, RMSE and NSE of the statistical four 
prediction models are shown in Table 2.

From the results in Table 2, it can be found that the prediction performance of the VCBK model after quad-
ratic decomposition is optimal, and the NSE, RMSE, MAE, and R2 evaluation indexes are improved compared 
with the other comparison models. The values of the four error indicators of the BK model are inferior to those 
of the VBK and CBK models, indicating that the prediction accuracy of the decomposed model is better than that 
of the undecomposed model. For example, the MAE of the BK model without the combined data decomposi-
tion algorithm is 86.6, R2 is 0.79, RMSE is 86.55 m3/s, and NSE is 0.73 for the Jiehetan station. The MAE of both 
models combined with the data decomposition algorithm was lower than 80, the R2 was higher than 0.80, the 
RMSE was lower than 60 m3/s, and the NSE was higher than 0.8. Further comparison of the values of the error 
metrics of the VCBK model with those of the VBK model and the CBK model shows that the values of the four 
error metrics of the VCBK model are superior to those of the VBK model and the CBK model. It shows that the 
prediction model after secondary decomposition has better prediction performance than the model with only 
one decomposition. In order to have a more intuitive understanding of the prediction effect of the models, the 
histograms of the four error indicators of the four prediction models are shown in Fig. 17.

Taking the Clipper Beach station as an example, it can be seen from Fig. 17a that (1) the VCBK hybrid model 
reduces MAE by 65.33%, R2 increased by 15 per cent, RMSE by 76.27%, and NSE improves by 22.34% compared 
with the BK model without sequence decomposition. (2) The VCBK hybrid model reduces MAE by 52.50 per 
cent, R2 increased by 6 per cent, RMSE by 59.48 per cent and NSE by 8.51 per cent compared to the VBK model. 
(3) The VCBK hybrid model reduces MAE by 34.24 per cent, R2 increased by 3 per cent, RMSE by 39.83 per cent 
and NSE by 4.25 per cent compared to the CBK model.

Figure 14.   PACF for runoff sequences.

Table 1.   Input dimensions of the prediction model for each component.

Component IMF1 IMF2 IMF3 IMF4 IMF5 IMF6

Dimension of input

Jiahetan Hydrometric Station 1 6 4 4 8 11

Huayuankou Hydrometric Station 1 1 3 4 8 8

Gaocun Hydrometric Station 1 2 4 6 8 10

Lijin Hydrometric Station 1 1 3 4 6 9
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From the above, it can be seen that the combined model is much better than the single model, both in terms 
of forecasting accuracy and prediction error. The combined model VCBK model has the best goodness of fit, 
and the quadratic decomposition for preprocessing is better in the prediction process of these four sites when 
comparing the combined model VBK and the CBK model. The variational modal decomposition decomposition 
method is a completely non-recursive decomposition method, which can effectively reduce the complexity of 
the runoff sequence. The CEEMD algorithm is used to reduce the instability of the runoff sequence by further 
decomposing the random component with the largest frequency into a number of components with different 
frequencies that are more stable than the random component. The butterfly optimisation algorithm is also 
used to find the globally optimal parameters so that the kernel-limit learning machine is able to provide a bet-
ter prediction of the smoothed runoff. In summary, the combination of variational modal decomposition and 
complementary ensemble empirical modal decomposition with the kernel-limit learning machine model of the 
butterfly optimisation algorithm can effectively predict runoff sequences of high complexity.

Conclusion

(1)	 In the prediction of daily runoff at the four hydrological stations, the single forecast model showed a large 
difference between the true and predicted values at some points, which led to a high prediction error. This 
is due to the non-stationary, non-linear nature of the runoff, so it is necessary to pre-process the runoff and 
perform a multi-step decomposition of the runoff sequence. Compared with the individual network models, 
the prediction effect is significantly improved, and the prediction accuracy of the model with quadratic 
decomposition is significantly improved at the peaks of the runoff series compared with the model without 
quadratic decomposition.

Figure 15.   VCBK model prediction results.
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Figure 16.   Model predictions for each hydrological station.
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(2)	 The VCBK combined forecast model was applied to the daily runoff forecasts at four hydrological stations 
in the Yellow River Basin and compared with other combined forecast models, and the values of the four 
error indexes of the VCBK model were better than those of the BK model, the VBK model and the CBK 
model.

(3)	 The model proposed in this paper, which combines the variational modal decomposition and the com-
plementary ensemble empirical modal decomposition with the kernel-limit learning machine model of 
the butterfly optimisation algorithm, can effectively improve the accuracy of runoff forecasting. However, 
this paper only applies this model to the daily runoff prediction at four hydrological stations in the lower 

Table 2.   Table of prediction errors.

Hydrometric Station Model MAE(m3/s) R2 RMSE(m3/s) NSE

Jiahetan Hydrometric Station

BK 86.6 0.79 86.55 0.73

VBK 63.21 0.88 50.67 0.86

CBK 45.65 0.91 34.12 0.9

VCBK 30.02 0.94 20.53 0.94

Huayuankou Hydrometric Station

BK 104.84 0.70 94.56 0.69

VBK 58.28 0.86 68.22 0.84

CBK 47.18 0.88 35.68 0.87

VCBK 23.72 0.96 18.79 0.96

Gaocun Hydrometric Station

BK 84.16 0.80 84.56 0.71

VBK 56.17 0.85 48.79 0.82

CBK 34.51 0.93 28.47 0.91

VCBK 25.75 0.98 18.66 0.96

Lijin Hydrometric Station

BK 107.51 0.75 100.65 0.67

VBK 49.48 0.9 60.32 0.87

CBK 34.48 0.93 39.88 0.92

VCBK 29.37 0.97 21.87 0.95

Figure 17.   Indicators of modeling error for each hydrological station.
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reaches of the Yellow River, and the model can be applied to different hydrological stations and different 
time scales to explore the applicability of this method.

(4)	 The kernel-limit learning machine model proposed in this paper via variational modal decomposition and 
ensemble empirical modal decomposition with the butterfly optimisation algorithm still has some limita-
tions. If the input data contains outliers or noise, the performance of the model may be severely affected, 
which requires preprocessing of the data and outlier detection to ensure the robustness of the model.

Data availability
Data and materials are available from the corresponding author upon request.
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