
1SCIEnTIfIC REPOrTS |  (2018) 8:5068  | DOI:10.1038/s41598-018-23435-x

www.nature.com/scientificreports

Multi-Target Tracking of Human 
Spermatozoa in Phase-Contrast 
Microscopy Image Sequences 
using a Hybrid Dynamic Bayesian 
Network
Abdollah Arasteh   1, Bijan Vosoughi Vahdat1 & Reza Salman Yazdi2

Male infertility is mostly related to semen and spermatozoa, and any diagnosis or treatment requires 
the investigation of the motility patterns of spermatozoa. The movements of spermatozoa are 
fast and involve collision and occlusion with each other. In order to extract the motility patterns of 
spermatozoa, multi-target tracking (MTT) of spermatozoa is necessary. One of the most important 
steps of MTT is data association, in which the newly arrived observations are used to update the 
previous tracks. Dynamic Bayesian network (DBN) is a powerful tool for modeling and solving various 
types of problems such as tracking and classification. There can also be a hybrid-DBN (HDBN), in which 
both continuous and discrete nodes are present. HDBN has a suitable structure for modeling problems 
that have both discrete and continuous parameters like MTT. In this research, the data association for 
MTT of human spermatozoa has been studied. The proposed algorithm was tested over hundreds of 
manually extracted spermatozoa tracks and evaluated using several standard measures. The superior 
results of the proposed algorithm in comparison to the other well-known algorithms, show that it 
could be considered as an improved alternative to traditional computer assisted sperm analysis (CASA) 
algorithms.

Statistics show that infertility is a problem for many couples. In every four couples, on average, one couple is 
affected by infertility in developing countries1,2. In the majority of cases, the infertility of men has a relationship 
with spermatozoa and semen, and can be measured by semen and spermatozoa analysis for more advanced diag-
nosis and treatments3–6. Nowadays, many of these analyzes are performed using computer-based systems called 
computer assisted sperm analysis (CASA). The CASA is a device that consists of software and hardware parts 
which monitor and measure many kinematic parameters of spermatozoa such as speed, average path, curvature 
of the path, total movement, etc. All the aforementioned parameters are extracted with the aid of a post process 
on spermatozoa tracks. The accuracy of the measured parameters is directly affected by the accuracy of each 
spermatozoon track extraction. Hence, the main problem here involves multiple-target tracking (MTT) to extract 
the tracks of the spermatozoa. Most of the current CASA algorithms are based on simple methods that were first 
developed in the past decades and may fail in complex situations like high density samples7. There are many MTT 
algorithms developed and applied to solve many problems such as human tracking8, visual object tracking9, stem 
cell tracking10, spermatozoa tracking11, etc., but spermatozoa tracking is a special problem that should be solved 
in its appropriate way. Fast nonlinear movements, high density of occlusions, and brightness changes in the image 
sequences are some of the circumstances that exist in the MTT of the spermatozoa.

There are many studies focusing on the estimation of spermatozoa movement parameters from a few decades 
ago12–14. Some studies focus on single cell tracking14–16 and the others concentrate on multiple cell tracking11,17,18. 
It is obvious that tracking multiple cells at once is harder than tracking just a single cell. Thus, the MTT approach 
is much more useful because extracting many population properties, such as average speed, requires the tracking 
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of many cells at once, and then, a computation of the mean speed, and its reporting for the physician’s diagnosis. 
In Sørensen et al. paper11, the core part of the algorithm is the Particle Filter combined with Kalman Filter. The 
segmentation algorithm is a scale-space blob detector and the final detection rate is not reported. There are no 
well-known metrics such as F1 measure reported and the reported results are marked “approximately” without 
any more details on the precision of that approximation in Table 1, and there is no comparison with the other 
methods. Finally, the studied number of video sequences and tracks are very few (3 video sequences and “approx-
imately” 97 sperm tracks) in comparison to the current study (36 video sequences and 1659 sperm tracks).

MTT of spermatozoa is performed in CASA systems and many parameters are extracted from detected tracks, 
e.g., curvilinear velocity, straight line velocity, and mean angular displacement, etc.19. Spermatozoa motions can 
be categorized in three motility classes according to the World Health Organization (WHO); these are: progres-
sively moving, non-progressively moving, and immotile19. The population of each class in the final reports of a 
CASA system is very important for later diagnosis and treatments; thus, the important point in the overall process 
is to accurately track the spermatozoa in image sequences.

MTT has numerous applications and many algorithms have been developed for performing this task10,15,20–22. 
Developing a solution for MTT depends on the details of the problem that have to be solved23, but in the most 
general case, a varying number of targets move on a background, and there are observations which give a noisy 
data from the targets positions24. The noisy observation of the target position means that the detection probability 
does not equal to one, and that there is always an error in detecting targets. There is also another kind of error in 
the observations: detecting non-targets as real targets, which are called False Alarms or Clutters24.

MTT has to accomplish three main tasks; these are: (1) observation (2) data association, and (3) state esti-
mation. The most important step in MTT is the second step, i.e., the data association24,25. The current study did 
not focus on the first step. The third step is also straightforward after performing the second step and can be 
performed based on the chosen dynamics and observation models26. The main focus of the current study is the 
second step.

Data association refers assigning the next step’s observations to the current step’s tracks; thus, every observa-
tion in the next frame will be assigned to at most one track in the current step and no more than one track will be 
allowed to be assigned to every observation in the current step. The final output of the data association is the set 
of all the observations labeled as separate tracks and clutters.

If the targets do not have a distinguishable feature (as in the spermatozoa-tracking) like color, size, shape, etc., 
the tracking task will be the hardest step as between the current frame and the next, there will be O(n!) possible 
data associations (permutations), in which n is the number of detections in the current frame. If the sampling fre-
quency of a video sequence is enough, then the number of detections will be close together in consequent frames. 
It means that if we have netections in frame t and m detections in frame t + 1, then m would be in the order of n 
(not necessarily equal to n, so the time complexity would be O(n!). Initially, the data association is an NP-Hard 
task27. Many developed algorithms try to solve the problem faster by making an extra hypothesis, or removing 
some low-probable hypothesis or gating21; some algorithms choose other heuristic approaches to overcome this 
problem20.

One well-known algorithm for solving this data association is the multiple hypothesis tracker (MHT), which 
is essentially a maximum a posteriori probability (MAP) estimator23. In this algorithm, certain hypotheses are 
formed in each step and as new observations arrive, new hypotheses are formed based on the previous hypoth-
eses, and the output is a hypothesis with the maximum a posteriori probability. However, the computational 
complexity of MHT algorithm is high23 because of the exponential growth of the number of hypotheses as the 
algorithm progresses in time, but several heuristic methods have been developed for dealing with this problem 
such as gating20 or k-best hypotheses21, yet the result is a suboptimal solution.

Another method that has been applied for solving a variety of MTT problems is the joint probabilistic data 
association filter (JPDAF) which is the generalization of probabilistic data association (PDA). This method 
approximates each target state as an independent random variable with a Gaussian PDF28. This algorithm assumes 
that the number of targets is fixed and cannot start a new track or end a track in a specific step of tracking29. 
JPDAF is a suboptimal solution for the MTT problem because it approximates the conditional PDF of the target’s 
state at every stage28.

Many other algorithms have been developed like the Nearest Neighbor Filter (NNF)30, which is a heuristic 
greedy method and assigns new observations to the closest predicted position of previously detected tracks, or 
the Markov Chain Monte Carlo methods26, which have their own disadvantages such as a high rejection rate31, or 
other sampling based methods like Gibbs sampling or Particle Filtering, which have been developed for general 
purpose tracking.

Bayesian Networks (BN)32 utilize a graphical structure for the representation of direct dependencies between 
variables. Dynamic Bayesian Networks (DBN)33 are like BNs, but the parameter of time is also involved in them 

Dataset property Value

Number of image sequences 36

Minimum spermatozoa cell count 4

Maximum spermatozoa cell count 96

Average cell count (rounded) 46

Total number of spermatozoa tracks 1659

Table 1.  Recorded dataset properties.
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so it can model the dynamics of the systems. DBNs support the modeling of discrete systems in a convenient and 
compact way. DBNs also support models that include both discrete and continuous variables called hybrid mod-
els34. Hidden Markov Models (HMM) and Kalman filters are well-known special cases of DBNs35.

DBNs are powerful tools for modeling and solving many types of problems such as vehicle classification36, 
tracking hand for hand gesture recognition37, human body model, and tracking based on a figure and articulated 
model38. There are other applications of DBNs in modeling dynamic systems, especially in object tracking39,40. 
The most important problem of DBNs is to make an inference based on some evidence, which, initially, needs 
exponential time in the number of nodes to be computed41.

The quantitative relationship between one node in the DBN model and its parents consists of conditional 
probability distribution (CPD), which defines a conditional distribution for a node based on its parents’ config-
urations34. CPDs are often defined as a table in fully discrete DBN (DBN that all of its nodes are discrete). There 
can also be hybrid-DBN (HDBN), in which both continuous and discrete nodes are present, e.g., a continuous 
Gaussian node X with discrete parent U can be represented as a conditional Gaussian34. If a continuous node has 
continuous parents, the linear Gaussian model would be formed; on the other hand, if a continuous node has 
both discrete and continuous parents, a model which is called Conditional Linear Gaussian (CLG) would be the 
dependency model34.

The final case is a discrete child with continuous parents. Softmax density42 is a suitable model for this case. 
Softmax CPD43 defines the Regions by a set of R linear functions over continuous variables. Choosing an arbi-
trarily large R for each problem is the key to the power of generalized Softmax CPD, which have been used in this 
study for building a suitable HDBN model to solve the MTT problem, exploiting the manually extracted dataset 
(ground-truth) of recorded image sequences.

The main contribution of the current study is in the usage of the manually extracted dataset under an adapted 
formulation of Softmax CPD in a novel HDBN structure that solves the data association problem, and automati-
cally starts and ends a varying number of tracks. The proposed structure yields better results in comparison to the 
other well-known methods. Achieving better results compared to the other well-known methods is the other con-
tribution; for reaching those results, however, two important contributions in developing the algorithm have been 
made. The first contribution involves the utilization of graphical models and HDBN for solving the data associa-
tion; for this, a new approach was developed for adapting the Softmax CPD to the data association problem in an 
appropriately designed HDBN. Secondly, gating was used to reduce the hypotheses space by removing hypotheses 
with low probabilities for making the inference feasible in the designed HDBN network. With this approach, the 
computational complexity of the algorithm is a function of the size of the reference manually extracted dataset 
and the gated hypotheses set. It is also well worth mentioning that the dataset of this study is quite large and has 
36 image sequences and a variety of cell counts, ranging from 4 to 96, while many other methods use achieved 
good results in less than 10 cells in reported results6 or used very few sample sequences (just two sequences in7). 
The dataset of the current study consists of 1,659 cell tracks.

Methods
Data Acquisition.  The current study dataset was recorded in the Royan Institute Research Lab. A recording 
of the image sequences of human spermatozoa was conducted using the CASA software (Sperm Class Analyzer© 
Software Version 5.1; Microptics™). All samples were taken after obtaining informed consent from all subjects, 
or their legal guardians in accordance with relevant guidelines and regulations. The experimental protocol was 
approved by Royan Institute. The recording frequency was 50 consecutive digitized images per second (50 FPS) 
using a 10× negative phase-contrast objective (Ph1 DL). The analysis was performed using a chamber with a 
capacity for 10 µL and previously heated to 37 °C. The chamber was placed under the phase-contrast microscope 
(Nikon™ Eclipse E200) with a green filter and the images were captured using a video camera (Basler Vision 
Tecnologie A312FC). Two non-consecutive, randomly selected microscopic fields per sample were scanned. The 
captured image resolution was 768 by 576 pixels, and the colormap was 8-bit grayscale. The recorded samples 
were varied in terms of spermatozoa cell count, the existence of other cells (e.g., debris or blood cells), and noise 
level. Here, the spermatozoa cell count refers to the number of spermatozoa in the recording viewport or, more 
precisely, the number of tracks that exist during the recording time. Some of the recorded samples are shown in 
Fig. 1. Each pixel in the recorded images is 0.833 μm.

After recording the data, some image sequences have been removed because of the unsettledness of the slide 
and cover-slip, or too much noise; 36 image sequences were selected as the final dataset of the current study. 
These image sequences were different in terms of cell count, brightness, noise condition, and the total motility of 
spermatozoa. There were at least four and at most 96 spermatozoa in the recorded image sequences, and the total 
number of spermatozoa was 1,659 in all the 36 image sequences; thus, the average spermatozoa cell count in an 
image sequence was about 46. This information has been summarized in Table 1. All the image sequences were of 
the same length (25 frames). For evaluating any MTT algorithm, the true track of each spermatozoon is required; 
thus, all of 1,659 spermatozoa tracks were precisely extracted manually by the Manual Tracking plugin of the FIJI 
software44. Track extraction was performed by a single well-trained operator under the supervision of an expert 
in the field. After the extraction, the dataset is ready for evaluating the MTT algorithm. Extracting tracks from 
captured image sequences provides a ground-truth and it could be confirmed that there are nonlinearities in 
spermatozoa movement. Some of the ground-truth tracks are depicted in Fig. 2, which shows this fact.

Flagellar beating is the main physiological cause of spermatozoon movement45,46. Spermatozoon tries to swim 
directly by means of sine-wavelike motions of the flagellum in order to reach the oocyte. However, the movement 
seems to have random fluctuations. There are many studies that investigated the movement of spermatozoon in 
2D and 3D environments, and suggested complex curves and a formulation for its movement46–50. The complexity 
and nonlinearity suggest the usage of manually extracted tracks as a rich information source to model the move-
ment of spermatozoa and the usage of the model to predict new tracks. More precisely, the problem involves 
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calculating the probability τ |p( )new  instead of p(τnew), to achieve better results, where  is the manually extracted 
tracks dataset and τnew is the new track that should be estimated from the observations. This approach is fully 
described in the following subsections.

Observation basic definitions.  In the MTT problem, there is a sequence of observations in a specific time 
interval 1, ..., T and the data association for each target should be performed using this sequence. In video and 
image processing cases, we have a set of acquired images; these are: SI = {It|t = 1, ..., T}. The observations are 
extracted from SI. Here, t is a discrete variable that indexes the time steps of sampling.

The observation step as an image-processing task is mainly an image segmentation that discriminates targets 
from the background or other non-target objects present in the current image. The output of a segmentation 
algorithm, performed on a single image, is a set of coordinates that represents the centroid of the detected targets 
that form the observation set for the current image:

= | = ... o x y i n{( , ) 1, , } (1)t t
i

t
i

t

In (1), nt is the number of detected targets in the image It. Let ∪= =O ot
T

t1  be the set of all the observations; 
then, the final output of the data association is the set of tracks and false alarms called ω. More precisely, ω = {τ0, 
τ1, τ2, …, τK} in which τi, i = 1, …, K are tracks with their associated observations, and τ0 is the set of all the unas-
signed observations or false alarms, and K is the number of all the detected targets or the number of tracks in the 
image sequence SI. From the definition of the data association, we have ∪ τ= =O i

K
i1 , which means that the set of 

all observations is equal to the union of all the associated points in the tracks and false alarms. There are also some 
extra conditions for τi, i = 1, …, K to ensure being the correct tracks:
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These conditions guarantee the uniqueness and the independence of all the tracks and also the fact that a 
track at least needs to be present in two frames of the observation sequence and at each frame the tracks should 
be allowed to have at most one observation assigned. A track may start in any frame t and terminate in any frame 
t + 1, ..., T.

Phase-contrast properties for segmentation.  Phase-contrast microscopy creates artificial shadows as 
if there is a side illumination51. It helps to make better contrast, and therefore, provides an improved view of the 
detail structures of the transparent specimen. However, the contrast enhancement has side effects such as produc-
ing extra brightness around the objects (Fig. 3). Additional illumination could prevent the correct segmentation 
of objects of interest from the background and other objects present in the image. Figure 4 shows certain ambigu-
ities that makes segmentation and observation difficult.

Evaluation of observation.  There are certain definitions and quantities for evaluating the observation algo-
rithm; these include the probability of detecting targets (pd), the probability of missing targets (pm), and the rate 
of detecting non-targets as targets called false alarm rate (FAR). It is obvious that we have

+ =p p 1 (3)d m

These probabilities are the properties of an observation algorithm. Now, we describe the relations for calculat-
ing these quantities in our dataset. After segmentation, we would have a set of coordinates as the results. We should 
evaluate these coordinates by comparing them with the ground-truth coordinates and finally calculating pd, pm, and 
FAR. If we have = | = ... o x y i n{( , ) 1, , }t t

i
t
i

t  as the segmentation output and = | = ...g x y j m{( , ) 1, , }t t
j

t
j

t  as the 
ground-truth, for time step t, we can calculate the detection probability and false alarm rate from these two sets. 

Figure 1.  Three samples of recorded spermatozoa images: the brightness and focus of samples are different as 
well as their spermatozoa cell count and the presence of other irrelevant cells (like debris and blood cells), which 
should be considered during MTT. (Images are just a portion of a recorded frame and the full frame images are 
not presented in the figures for page alignment purposes).
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Figure 2.  Some of the ground-truth tracks: the starting point is the filled triangle and the ending point 
is the filled star. The tracks are translated to the origin; so, the starting point of all the tracks is (0, 0). It 
should be noted that the velocities are different so the axis numbers might be taken into account for a better 
understanding of movements (the X and Y-axis units are in pixels).

Figure 3.  Images of spermatozoa head in phase-contrast microscopy images: there is extra brightness around 
the head in addition to the spermatozoa head itself (marked by red circles). The images are enlarged versions of 
the original recorded images to represent the related subject better.

Figure 4.  One sample (portion of a full recorded frame) that shows the extra brightness for the objects present 
in the image (marked with red circle), which makes discrimination and segmentation of spermatozoa (objects 
of interest) a difficult task to perform. The situation becomes more challenging when the spermatozoa are near 
an extra brightness and the white part of the objects partially or totally merge (marked with blue squares).
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The number of truly detected objects from ot that match (within a 5 pixel or 4.17 μm radius) with corresponding 
objects in gt is related to the detection probability. If we assume nt

TP as the number of truly detected objects (True 
Positive) from ot, then, the detection probability in the current time step would be

=p n
m (4)d t
t
TP

t
,

For a complete image sequence SI, we can calculate pd as the mean of pd,t over different values of t (different 
frames) as follows:

=
∑ =p

p

T (5)d
t
T

d t1 ,

For the overall calculation of pd in a series of image sequences (a whole dataset), we can average the overall pd 
as follows:

=
∑ ∈p

p S( )

(6)d
S d II




In (6),   is the cardinal of the dataset, i.e., the number of image sequences (SI) in the , and p S( )d I  is the average 
detection probability of SI. We can now calculate the probability of missing an object as follows: pm = 1 − pd.

Similarly, the FAR in a single frame is −n nt t
TP. The only problem that remains here is the way of matching the 

points in ot with those in gt. The matching problem is a very common problem in MTT, both for the location of 
the objects in a frame and as well as for matching the final tracks with the ground-truth. For solving this matching 
problem (which is originally NP-Hard), many MTT studies like52 have used a standard polynomial method called 
the Hungarian or the Munkres algorithm53. Building the mutual Euclidean distance matrix for the elements of ot 
and gt, and using the Munkres algorithm, we can match the points in two sets. It should be mentioned that dis-
tances more than 5 pixels were defined as unacceptable (infinite distance in the distance matrix entry). That is 
because the head of a normal spermatozoon is an ellipse with average dimensions of 4.3 μm by 2.9 μm54, which 
means 5.2 pixel by 3.5 pixel in our images (0.833 μm/pixel). We take the ellipse major axis length, which is 5 pixels, 
as the maximum acceptable distance for assuming two objects as a matched pair in the two sets. Figure 5 shows 
two sets of ot and gt in a sample frame.

Segmentation algorithm.  In this research, the observation step has been implemented in four steps in 
each frame of an image sequence:

	(1)	 Converting image to binary (black and white) by adaptive image threshold using local first-order 
statistics55

	(2)	 Applying closing morphological operation56 on the resulted binary image with a circular structuring ele-
ment with radius rSE pixels

	(3)	 Filling the holes of the segmented objects
	(4)	 Filtering segmented objects, that is, keeping objects with a blob area between βmin and βmax

Figure 5.  Two sets of = | = ... o x y i n{( , ) 1, , }t t
i

t
i

t  as the segmentation output and = | = ...g x y j m{( , ) 1, , }t t
j

t
j

t  
as the ground-truth depicted on a sample frame of an image sequence. Green circles are elements of gt and red 
squares are elements of ot. As observable, there are eight false alarms (red squares without green circles) and 
four missed detections (green circles without red squares).
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Setting a threshold for turning the image into binary is very important because the resultant binary image is 
the basis for the following steps. We have used the adaptive image threshold using local first-order statistics55 for 
each frame’s segmentation. As there might be several particles other than spermatozoa are segmented as fore-
ground, for achieving a better result, certain additional processes on the resulted image are necessary.

Steps 2 and 3 of the segmentation algorithm are conducted for connecting parted big-components that are 
not related to the spermatozoa. If a big component is being parted into a few smaller components, they may be 
classified in Step 4 as a spermatozoon head; thus, connecting the parted components and filling their holes, which 
is necessary to avoid many more false positives. rSE in Step 2 was set to 5 pixels after sweeping that parameter from 
2 to 10 pixels for getting the best performance (high pD and low FAR).

In Step 4, βmin is set to 1 pixel because there are always spermatozoa heads that had as little as 1 pixel area after 
steps 1–3. Increasing βmin to even two pixels and setting it to 3 causes the maximum pD to decrease to about 10%. 
Sweeping βmax from 1 to 25, we achieve a broad range of pD and FAR (Fig. 6). The area of normal spermatozoa is 
in the 8.5.0.12.2 μm2 interval54, which means 12.18 pixels; thus, there is no need for sweeping βmax by more than 
25 pixels for filtering the heads of spermatozoa. Figure 6 shows the resulting pD and FAR after sweeping βmax from 
1 to 25 pixels. Thus, we might have different values of pD by setting βmax to different values.

The final segmentation accuracy could be enhanced by designing more sophisticated segmentation methods, 
which can be the objective of different independent studies like57–59.

Post-segmentation processing.  After observation, data association should be performed. All MTT algo-
rithms need observations in each time step (frame) as input. This input is very important for the algorithm 
because if the observation is not so accurate, then, the data association results would also be erroneous. In this 
study, we have prepared multiple observation qualities and then input these qualities into different well-known 
algorithms and as well as our algorithm. After that, we could compare the different algorithms. The algorithms 
shared the same observation but had a different data association algorithm (Fig. 7). The next subsection com-
pletely describes our approach and method for data association.

Hybrid network definition.  Probabilistic Graphical Models (PGM) have been developed for mode-
ling the relationship between random variables and for inference based on partial observations. As noted 
in “Introduction” Section, DBNs are used to handle the uncertainty of a system evolution over time. Typical 

Figure 6.  pd and FAR plotted vs. βmax (a) Average detection probability (pd) and its standard deviation among 
all the image sequences of the dataset is plotted vs. βmax (b) Average false alarm rate (FAR) and its standard 
deviation among all the image sequences of the dataset is plotted vs. βmax.

Figure 7.  Schematic design for comparing the current study results with other well-known algorithms (MHT 
and NNF): the observation part is common across the three methods, but the data association is different in 
each method. In the last part, the performance of each algorithm will be calculated.
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DBNs have discrete random variables, and therefore, their CPD is often represented as tables (sometimes called 
Conditional Probability Table or CPT). The final goal of building a BN or a DBN is to represent the full joint dis-
tribution of all the random variables in the network. Assuming that there are n variables {X1, X2, …, Xn}, the full 
joint distribution can be expressed using the chain rule of the BNs:

∏… = |
=

p X X X p X Pa X( , , , ) ( ( ))
(7)n

i

n

i i1 2
1

In the above equation, Pa(Xi) is the set of nodes which are the parents of Xi and each p(Xi|Pa(Xi)) is a CPD.
BNs and DBNs can also include continuous variables besides discrete variables, which are called hybrid net-

works. In the case of a discrete child with continuous parents, assuming that continuous parents are Z = {Z1, Z2, 
…, ZN} and the discrete child is U which has m possible values {u1, u2, …, um}, the CPD for U is defined as follows 
(as mentioned in34):
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In (8), pj
r are the probability values over u1, u2, …, um for the region r(1 ≤ r ≤ R), which means
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0 1  is a vector of weights for the region r (the space has been partitioned into R regions, in 
which R has been arbitrarily chosen based on the model). We have designed our model based on the Softmax-CPD 
by partitioning the space of all possible tracks into N parts and calculating the probability for each candidate point 
based upon each region. The graphical representation is depicted in Fig. 8. This formulation describes the condi-
tional probability distribution for choosing between the discrete values of ui.

This part has described the HDBN formulation in general; from now on, our method to adapt HDBN for 
solving the MTT problem is described.

Track normalization.  One of the goals of the current study for building a graphical model for data associa-
tion involves using the existing data of the manually extracted tracks, i.e., calculating τ |p( )new   instead of just 
p(τnew), where  is manually extracted tracks dataset and τnew is the new track which should be estimated from 
the observations. More precisely, there are a set of manually extracted tracks like the ones in Fig. 2; these tracks 
can be used as a basis for comparison and selecting the best observation for a new track being tracked. There are 
several ways for training a supervised system based on the aforementioned data, but the preparation of the data is 
more important here, i.e., what is the feature vector for the similarity observation between the tracks and how can 
it help to solve the data association section of MTT.

A track is a set of points in two-dimensional space, i.e., τ = … + − + −x y x y{( , ), , ( , )}t t t L t L1 11 1 1 1
, where t1 is the 

start point and L is the length of the track sequence. Now for finding similar patterns of movement in , there 
must be a normalization in the tracks, which removes the initial direction variations, so the tracks could be com-
pared. For normalizing a track, first it must be represented in a polar way: a track can be redefined as 
τ θ θ= … + − + −d d{( , ), , ( , )}t t t L t L1 11 1 1 1

, where di is the displacement from point i to point i + 1, and θi is its relevant 
angle with respect to the X-axis:

Figure 8.  Graphical model of continuous parents {Z1, Z2, …, ZN} with a discrete child U.



www.nature.com/scientificreports/

9SCIEnTIfIC REPOrTS |  (2018) 8:5068  | DOI:10.1038/s41598-018-23435-x

θ

= − + −

=





−

−






+ +

+

+

d x x y y

y y

x x

( ) ( )

arctan
(10)

i i i i i

i
i i

i i

1
2

1
2

1

1

Now, if the track is rotated with the angle θ− t1
, it is normalized; so, the first displacement is always exactly in 

the horizontal direction (zero degrees with respect to the X-axis), and it can be compared to the other tracks while 
the initial direction is removed (Fig. 9). After normalization, every track has zero degrees in the first element: 
τ θ= … + − + −d d{( , 0), , ( , )}t t L t L2 21 1 1

. It should be noted that if a cell is immotile, then the related angle of move-
ment in that step was set to zero.

Design HDBN for data association.  In the data association for an image sequence SI, the input is 
∪= =O ot

T
t0  and the output is ω = {τ0, τ1, τ2, …, τK}. For using the manually extracted tracks dataset ( which 

consists of all manually extracted tracks for all image sequences) as a source of information for a specific image 
sequence SI, first, all of the manually extracted tracks of SI are removed from  and the rest of manually extracted 
tracks are used; so, for each of the image sequences, its related data is pulled out because of the validity of the final 
results acquired (not using the image sequence manually extracted data which is currently being tracked). This is 
a standard method in cross validation called Leave-One-Out Cross Validation (LOOCV)60. Assuming that there 
are N manually extracted tracks left in  as a reference for comparison (τ τ τ…, , , N1 2

  ), In the following we 
describe how to use these tracks as an information source for the data association of a new track. A new track is 
built step by step by assigning a new observation from the set of all observations. If we call a new track i until time 
t, θ θΓ = …d d{( , ), , ( , )}t

i i i
t
i

t
i

1 1 , which will progress to the next time to build Γ +t
i

1, in the end, it will be the ith track 
τi, i.e. τΓ =T i

i
i( ) , in which T(i) is the length of the track τi. Now, the partial likelihood of Γt

i and a track in  can be 
calculated using the inverse of Zt,j, and the distance between Γt

i and τ t( )j  with the following definitions:



 

∑τ θ θ

τ θ θ τ

= Γ = − + −

= … ⊆

= ′=
′ ′ ′′



Z dist t d d

t d d

( , ( )) ( ) ( )

( ) {( , ), , ( , )} (11)

t j
j N

t
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j
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t

t
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t
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t
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t
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j
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t
j
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j

,
1 1
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In (11), d’s are in units of pixels and θ’s are in units of radians. In each step for building Γ +t
i

1 from Γt
i, there may 

be a missing observation in the track (which is marked by 0t
i). This will occur if there is no proper match for the 

current track i at time t, either because of an error in the observation system or due to the occlusion of the target 
in the current frame. The maximum number of consecutive missing observations of any track must be less than 
or equal to a specific threshold called d  and; if this threshold is passed, the track should be terminated. There will 
be a neighborhood circle for each point in a track based on the maximum directional speed of the targets in all the 
image sequences (v ) such that the candidates of the next point of the track must be inside that circle. These two 
facts are depicted in Fig. 10, in which an end point in Track τi is the center of the figure ( −ot

i
1) and the possible 

candidates for the next Step t are in a circle with the radius equal to the magnitude of v . Note that the observations 
in time t that are farther than v  are marked as impossible (empty circles). In the case of the missing observation in 
time t, the following possible candidates at time t + 1 must be in the v2  radius of the end point and so on for the 
next missing observations till the d  threshold, which is three in Fig. 10. It should be noted that in the calculation 
of Zt,j in (11), if at any t' a track point was missing between 1 to t, a dummy point was considered with an equal 
distance between its previous and following observations. This should be performed so that the distance calcula-
tion becomes feasible.

Figure 9.  The original track (dotted) and the normalized track (solid); the normalized track does not have an 
initial angle θ1 like the original track and has a zero angle in its first move.
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Now, based on the above definitions and descriptions, the suggested HDBN model for data association in the 
MTT problem is as depicted in Fig. 11. The continuous nodes in the HDBN model are Zt,j(j = 1 … N) and the 
discrete node is γt

i (next observation of the ith track in time index t) which has =m Nt
i  states; thus, we have

Figure 10.  Candidates of the following points of track τi at time t − 1 from the set of related observations in the 
neighborhood circles, up to three consecutive missing observations: ot

j is the jth observation in the time step t. If 
ot

j is within the range of gated observations with respect to the last point ( −ot
i

1), then it is a possible candidate for 
being the next point on the track. If it is out of the range, however, it is an impossible candidate in time step t. 
The filled circles are possible candidates and the empty circles are impossible candidates at each time step.

Figure 11.  The HDBN model for data association of the track τi: Zt,j (which is the continuous node in the 
HDBN) is the distance between the ith track (τi) the jth track in the dataset up to time t. γ +t

i
1 is a discrete node; 

it is the next point (observation) which must be assigned to track τi. It has m states (based on the gated 
observations set Nt

i) with a specific probability for each of them. The next point of the track is selected based on 
the probability values γ = |+ Zp u( )t

i
j t1 , in which uj is a point from the candidate points in the gated 

neighborhood set and Zt = {Zt,1, Zt,2, …, Zt,N}. Γt
i is the track τi completed up to time t and will be used for 

calculating Zt,j, and finally, γ +t
i

1.
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In (12), ⊆N ot
i

t and it contains some candidate points for the selection of the next point which is in the neigh-
borhood circle. d((x1, y1), (x2, y2)) denotes the Euclidean distance between two points, tl is the last time index in 
which the track had an assigned observation, and we have

− ≤ ≤ −t d t t 1 (13)l

Different states of γt
i can be obtained from the members of Nt

i in (12) as follows:

γ θ∈ = | ≤ ≤u d j m{ ( , ) 1 } (14)t
i

j t
j

t
j

The states of γt
i are obtained from the possible candidate points in the neighborhood circle (members of Nt

i), 
which are converted to polar representation. Based on the relations of HDBN, the probability of selecting any 
point in the neighborhood circle is as follows:
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Here, the selected coefficient is ζ δ= − −i q( )i
q  and δ is the Kronecker delta function which will result in




τ
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w dist t
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The R regions introduced earlier is just the number of regions and it could be chosen arbitrarily in the model34. 
We designed our model based on the Softmax-CPD by partitioning the space of all possible tracks into N parts 
(R = N) and calculating the probability for each candidate point based upon each region. This will result in higher 
weights as a result of greater similarity between the current track and the tracks in  and lower weights for less 
partial likelihood between the current track and the tracks in . For probability distribution over the possible 
values of γt

i, a Gaussian distribution is defined as follows:

θ Θ θ µ

Θ θ

= | Σ

=
=

 ~p t p d D d

D d
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The normal distribution of the angle can be interpreted by generalizing the concept of angle from θ to 2kπ + θ, 
or by mapping  to unit circle which is known as wrapped normal distribution61. The mean of this Gaussian dis-
tribution is the current point of the track in , i.e., µ θ= d[ , ]t

r
t
r

t
r T, and the covariance matrix is a function of the 

current distance, which means the higher the current distance is, the bigger the covariance matrix determinant 
will be (Fig. 12):

λΣ = ×d I (19)t
r

t
r

2 2

λ is a coefficient determining the broadness of the distribution over µt
r.

The goal of this step is to score all of the m points in Nt
i in τj’s point of view for all τ ∈j . This score is then 

multiplied by wt
r  as in (15), the partial likelihood between τi and τj in time step t. The Gaussian distribution is 

Figure 12.  Mean and covariance parameters in p t( )j
r .
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used as a natural choice for a symmetric and decreasing-from-the-center function because as the point goes away 
from predefined dataset track point, its probability (likelihood to be in the pattern of the current dataset track) 
should be decreased. It should be mentioned that other 2D symmetric probability distributions could be used 
instead of Gaussian, like a conical shape or other possible distributions that are symmetric and decrease from the 
center point to the sides.

According to Equation (9), we must have a probability distribution, so, the normalization constant is required 
in the Equation (18):

∑σ

σ

=

=

=





t p t

p t
p t

t

( ) ( )

( )
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Here, the Equation (15) definition is complete. Now, the next point in a track must be selected. The next point 
is the point with the maximum probability among all the candidate points:

γ γ= |
γ

+ +
+

 Zparg max ( )
(21)

t
i

t
i

t1 1
t
i

1

In addition, this method gives promising results (close to the optimal solution); it is a suboptimal solution 
because there are multiple tracks at time t that must be assigned a new point (observation); so, this is a multiple 
assignment optimization problem. The multiple assignment problem is originally NP-Hard but it could be solved 
in polynomial time using the Munkres algorithm53 like the matching problem mentioned in “Evaluation of obser-
vation” Section. Using this algorithm, in each step, the best candidates for completing all the tracks up to this stage 
are chosen based on the probability distribution γ |+ Zp( )t

i
t1  for each track τi. It is well worth mentioning that there 

are two different approaches for solving MTT problems: single scan and multi scan26. The approach of the current 
study is single scan which have been implemented and reported. The HDBN MTT algorithm is summarized in 
Table 2.

Results and Discussion
The output of the data association algorithm for solving the MTT problem is a set ω, which contains assigned 
tracks from the observations (τ1, τ2, …, τK) and a false alarms set not assigned to any track (τ0). For simplification 
in notation, we call the set of estimated tracks {τ1, τ2, …, τK} as ω.

As mentioned in many studies like52, one key problem for evaluating any MTT algorithm (independent of the 
algorithm and its properties) is how to optimally pair the set of estimated tracks ω and the set of ground-truth 
tracks . There are two problems: firstly, matching the tracks, and secondly, matching the points within the tracks. 
For solving the first problem, we should first solve the second problem. For the best matching between track pairs, 
we should calculate a distance between each track in ω and . Finding the distance between tracks which needs 
matching the points within the tracks (solving the second problem) is like Equation (11) and as described there, 
some dummy points were added to compensate for the missing points in the tracks in ω. After a distance calcula-
tion, a distance matrix is made. From the distance matrix and using Munkres algorithm52,53, we can optimally 
assign the tracks in ω to the tracks in . There might be some tracks in ω and  without any match, either because 
of being too far from any tracks in the other set or as the number of tracks in ω and  mismatch. If the first and 

Algorithm 1

Initializations:
      ω = ∅
      Remove SI data from  and prepare τ τ τ…, , , N1 2

  

For t = 1 to T
        Segment It to obtain Ot
       For i = 1 to K
         Form Nt

i for τi based on v  and d
         γ | = ∑

Γ τ

Γ τ+ =
−

∑ = −
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i
t r

N dist t
i

r t

q
N dist t

i
q t j

rexp

exp1 1
( ( , ( )))

1 ( ( , ( )))





End For
Assign γ +

∗
t
i

1 for each track τi by Munkres algorithm
For i = 1 to K
       If γ =+

∗
+0t t

ii
1 1

            +mt
i

1+ +
          If ≥+m dt

i
1

              Terminate τi
              K−−
           End If
       Else
              +mt

i
1=0

          End If
       End For
       Update ω based on τ ≤ ≤i K, 1i
End For

Table 2.  Hdbn Mtt Algorithm.
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last point of two tracks are farther than 25-pixels then their matching should be rejected. The maximum total 
number of missing observations is d  which was set to 5, so in the worst case, having initially (or finally) 5 consec-
utive missing observations and assume average spermatozoa movement as 5 pixels (actually it is 4 pixels but we 
add an extra margin about 25%), then the distance between the first and last point should not exceed 25-pixels. 
Hence if the distance between the first and last points of the two tracks exceeds 25 pixels or average distance 
between points of two tracks exceeds 50 pixels, then they could not be labeled as matched. Matching tracks 
together with any “cost” (or distance) is not the goal of the MTT, because if there exist some spurious tracks due 
to false alarms (which is the case when the SNR is low and the false alarm rate is high), matching them to some 
ground truth tracks which did not really tracked, is not a correct approach. We define nC as the number of correct 
associations (matched track between ω and ) made by any algorithm. Figure 13 shows certain tracks that 
matched and certain tracks that did not match.

For representing the performance of the developed algorithm on the dataset, there must be some criteria to 
compare the results with other well-known algorithms in this context. There is a performance measure called F1, 
which has been used for the evaluation of methods like the data association in record matching62. The F1 measure 
is based on two other measures: precision and recall. The definition of these two measures is as follows:

•	 Precision: =
ω

P nC

•	 Recall: 


=R nC

Figure 13.  (a) Two tracks that did not match because of too much average distance between points. The blue 
cross markers show the ground-truth and the red diamonds show the estimated track. (b) Actually, there are 
three tracks: two tracks are separate estimated tracks and one is the ground truth. (c) Two matched tracks in 
which the green cross markers show the ground-truth and the black diamonds show the estimated track. There 
are certain missing observations in the track path. (d) Another matched track pair. It should be noted that the 
scales of the figures may vary and for precise investigation, the axes’ numbers must be taken into account.
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Now, based on these two measures, the F1 measure is defined as the harmonic mean between them

ω
=

+
=

+
F RP

R P
n2 2

(22)
C

1

R and P are related to effectiveness of the algorithm and so the higher the F1 measure, the more effective the 
algorithm63.

There is also another standard measure for precision in the track’s path: RMSE; this is a measure of precision 
in correct associated tracks. RMSE is calculated as follows:

τ τ =
∑ − + −=RMSE

x x y y
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In Equation (23), T(i) is the length of the tracks. Finally, for a comparison between different algorithms, the 
mean of all the RMSEs in the whole dataset is calculated as an important measure of the algorithm performance.

Many algorithms have been introduced in “introduction” Section for solving MTT problem, and among all of 
them, two methods were selected for the implementation and comparison of the HDBN on the current dataset. 
First, MHT, as a MAP solution to the MTT problem, was chosen. The MATLAB implementation of MHT was 
used64. The maximum track tree depth was 5 in the k-best hypothesis; k was set to 6, and the maximum number 
of leaves after pruning was set to 5. Another method that was implemented in MATLAB was NNF as a standard 
method in MTT.

PDAF and JPDAF are also well-known algorithms for solving the MTT problem, but its inability to start and 
end a track automatically29 is a great disadvantage in high-density problems like spermatozoa tracking; for this 
shortcoming, these algorithms were not considered for implementation and comparison in the current study.

In “Design HDBN for data association” Subsection, the maximum number of consecutive missing observa-
tions called d  was introduced and it was emphasized that if this threshold was passed, the track should be termi-
nated. For determining this value, we must know the effects of this parameter mathematically and statistically. 
The probability of observing a specific target at least once in exactly d  consecutive frames is a function of d  as 
follows:

= − −p d p( ) 1 (1 ) (24)det d
d

If we want π≥p d( )det , then from (24), we should have π≥ − −d plog(1 )/ log(1 )d . Now, if we set π = 0.99 
and the average over pd, which yields 0.67, then we should have ≥d 5. So, in all the implemented methods, d  was 
set to 5.

All the implemented algorithms were run on the dataset. HDBN was implemented with LOOCV. For a greater 
comparison between different conditions, the βmax parameter was swept; so, different variables for pd and FAR 
were prepared according to curves in Fig. 6. Firstly, Precision and Recall were computed (Fig. 14), and then, the 
F1 measure was calculated based on these two measures (Fig. 15). The superiority of the proposed HDBN method 
could be observed from the plotted curves. The MHT algorithm precision shows a greater increase against detec-
tion probability than its recall. The NNF algorithm has the steepest growth against the increase of detection prob-
ability. Note that in these figures the sweeping pd is alongside FAR, because these two parameters are connected 
together and acquired as a result of the segmentation algorithm.

Another measure worth mentioning here is RMSE, which is a measure of how close the trajectories of the 
tracks have been to the ground-truth. The RMSE curve is plotted in Fig. 16 for each method. Note that RMSE 
of NNF is lower than the proposed method for high values of pd, which may be because of the nature of NNF 

Figure 14.  (a) Mean precision over all 36 image sequences and the (b) mean recall over all 36 image sequences 
plotted against pd for the three methods.
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method that selects the nearest observation to the last point of the track. This approach may fail when there is 
too much noise or clutter. All the results are also summarized in Table 3 and the superiority of HDBN can be 
confirmed in a majority of the cases.

Superiority of the HDBN in accuracy arose from predicting the probability for each observation in a correct 
structure as well as by the use of a prior knowledge of spermatozoa movement patterns. The calculation for the 
next point of a track and selection among many observations is the fundamental key toward achieving a good 
result in data association. Based on the reality that there is randomness in spermatozoa movements, there might 
be some patterns; the HDBN tried to discover the most likely patterns related to the current track being tracked 
for current time step. The most likely patterns will suggest some points from the observations set and rank each 
with a probability. Finally, selecting the most probable point among all the points advances the track to next time 
step.

Time complexity of an algorithm is also an important measure. In Fig. 17, the average time needed for pro-
cessing a single frame is plotted for each method. It is obvious that the time complexity grows with pd because as 
the detection probability increases, more targets, and as a result, more tracks are detected and are going to be 
completed. The algorithms were run on a Windows ® based Laptop with Intel ® Core™ i7-3630QM CPU with 
16GB of memory installed on it. All algorithm was implemented in MATLAB ® R2016a. Time complexity of the 
proposed method is high in comparison to the other methods, but it is still acceptable (about a few seconds per 
frame). One reason for this high time complexity is calculation of γ |+ Zp( )t

i
t1 , which directly depends on the size 

of Zt. In the current study, the average size of Zt was about 1,600 samples. Reducing the samples will reduce the 
time complexity, but may alter (and usually, degrade) the performance. The number of samples that can be 

Figure 15.  Mean F1 measure over all the 36 image sequences plotted against pd for the three methods.

Figure 16.  Mean NRMSE measure over all the 36 image sequences plotted against pd for the three methods.
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pd Measures

Method

NNF MHT HDBN

0.1825

Precision 0.0714 ± 0.0565 0.2680 ± 0.2032 0.3382 ± 0.2004

Recall 0.1563 ± 0.1028 0.3700 ± 0.2293 0.4422 ± 0.1788

F1 measure 0.0980 ± 0.0646 0.3108 ± 0.1555 0.3833 ± 0.1772

RMSE 60.348 ± 59.105 72.099 ± 17.396 78.154 ± 23.973

0.4097

Precision 0.1950 ± 0.1400 0.4706 ± 0.2787 0.5908 ± 0.2281

Recall 0.2358 ± 0.1507 0.3951 ± 0.2007 0.4993 ± 0.1687

F1 measure 0.2135 ± 0.1143 0.4296 ± 0.1814 0.5412 ± 0.1879

RMSE 30.570 ± 29.524 74.076 ± 15.081 66.885 ± 18.418

0.6053

Precision 0.3285 ± 0.1892 0.6000 ± 0.3066 0.7583 ± 0.2059

Recall 0.3008 ± 0.1605 0.4217 ± 0.1694 0.5577 ± 0.1657

F1 measure 0.3140 ± 0.1575 0.4953 ± 0.1868 0.6427 ± 0.1796

RMSE 42.775 ± 68.327 74.264 ± 14.597 62.102 ± 20.563

0.7331

Precision 0.4658 ± 0.2454 0.6737 ± 0.2738 0.8327 ± 0.1746

Recall 0.3827 ± 0.1993 0.4307 ± 0.1522 0.5851 ± 0.1713

F1 measure 0.4202 ± 0.2097 0.5254 ± 0.1657 0.6873 ± 0.1744

RMSE 27.869 ± 37.791 73.564 ± 11.679 45.971 ± 25.523

0.7961

Precision 0.5453 ± 0.2267 0.7006 ± 0.2672 0.8946 ± 0.0879

Recall 0.4342 ± 0.1824 0.4230 ± 0.1573 0.6139 ± 0.1516

F1 measure 0.4835 ± 0.1995 0.5275 ± 0.1676 0.7281 ± 0.1383

RMSE 20.576 ± 25.020 73.901 ± 11.691 39.802 ± 25.157

0.8390

Precision 0.6102 ± 0.1829 0.7254 ± 0.2457 0.9209 ± 0.0676

Recall 0.4704 ± 0.1582 0.4175 ± 0.1541 0.6268 ± 0.1504

F1 measure 0.5312 ± 0.1678 0.5300 ± 0.1587 0.7459 ± 0.1325

RMSE 15.698 ± 14.479 74.446 ± 8.253 32.994 ± 20.522

0.8662

Precision 0.6617 ± 0.1489 0.7426 ± 0.2360 0.9423 ± 0.0522

Recall 0.5020 ± 0.1438 0.4164 ± 0.1563 0.6367 ± 0.1430

F1 measure 0.5709 ± 0.1462 0.5336 ± 0.1573 0.7599 ± 0.1217

RMSE 14.953 ± 12.816 74.335 ± 8.552 28.846 ± 16.237

0.9041

Precision 0.7342 ± 0.1251 0.7733 ± 0.1919 0.9566 ± 0.0482

Recall 0.5420 ± 0.1515 0.4123 ± 0.1517 0.6414 ± 0.1547

F1 measure 0.6236 ± 0.1445 0.5378 ± 0.1698 0.7679 ± 0.1327

RMSE 9.568 ± 7.322 75.481 ± 5.991 21.514 ± 9.869

Table 3.  Summary of all the results with their standard deviation (the best results are in bold font).

Figure 17.  Average time complexity for processing a single frame (averaged overall in 36 image sequences) 
plotted against pd for three methods. It should be noted that for a better representation, the Y-axis is in the 
logarithmic scale.
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removed from the dataset so as to get approximately the same result (discussed in Conclusion section) can be 
investigated in the future.

Conclusion
In this paper, a method based on HDBN has been presented. A new HDBN model was designed based on Softmax 
CPD for inference and solving the MTT problem. In the presented model, exploiting the manually extracted data-
set as a source of information for track guidance has been introduced. For the best compatibility between tracks, 
track normalization has been introduced in polar representation as a practical tool for the better usage of the 
manually extracted dataset.

For the evaluation of the developed algorithm, a currently up-and-running CASA research system has been 
used for recording many samples, and then, the tracks from the recorded samples have been extracted manually 
for building a ground-truth and a dataset. The dataset of the current study is quite large (there were more than 
1,650 spermatozoa tracks in the dataset); so, the final results were more reliable.

The segmentation was performed with a control parameter (maximum blob area) and by sweeping that, the 
various detection probability and false alarm rates were yielded. Different detection probabilities (as well sd false 
alarm rates) were used each time to run different data association algorithms; so, we can finally compare the per-
formance of each algorithm based on a common observation step. Thus, we have compared the data association 
qualities in each tracking algorithm.

Finally, the developed method was implemented and tested on the dataset and compared to other well-known 
algorithms, such as MHT and NNF, for solving MTT. The results showed the superiority of the developed algo-
rithm in many measures, including precision, recall, F1 measure, and RMSE. The superiority of the HDBN in 
accuracy came from predicting the probability for each observation in a correct structure and also by use of a 
prior knowledge of spermatozoa movement patterns. The calculation of the next point of a track and selection 
among many observations is the fundamental key for achieving a good result in data association. Based on the 
fact that there is also randomness in spermatozoa movements, there might be some patterns; the HDBN tried 
to discover the most likely patterns related to the current track being tracked for the current time step. The most 
likely patterns will suggest certain points from the observations set and rank each with a probability. Finally, 
selecting the most probable point among all the points in related gating selects the points for the track and the 
algorithm proceeds in the next time step. Gating was used for reducing the process time and avoiding the calcu-
lation of probability for unlikely points which were too far to be considered as the following points of the current 
track.

The only issue with the developed algorithm is that the process of calculating the probability distribution over 
all the samples of the dataset is time-consuming. However, because the MTT problem in spermatozoa tracking 
need not to be in real-time in most cases, this issue is not a bottleneck. Processing each frame in a few seconds is 
an acceptable speed for many applications, including fertility research. In other real-time applications, there must 
be some modification to the algorithm, e.g., reducing the size of dataset for calculating the probability or selecting 
some more relevant tracks so that the computation time is reduced.

The current study can be extended in several ways in future work:

•	 The observation studied in this paper was limited (although enough for the investigation of the developed 
algorithm); this step and its effects on the consequent steps can be broadly studied separately, both as some 
new segmentation methods in this field or by the means of simulations and by artificially manipulating pd, pm, 
and FAR on the manually extracted dataset.

•	 Certain heuristic methods have been focused on recently and studied for solving the MTT problem; these 
include Markov Chain Monte Carlo (MCMC) and sampling methods like the Metropolis–Hastings (MH) 
sampling algorithm. Testing these algorithms on the dataset could lead to valuable information and a com-
parison to the other methods in different scenarios.

•	 The time complexity of the algorithm is high and it could be reduced by optimizing the set of dataset used for 
the next observation selection. The current dataset is large and results in a huge amount of computation tasks 
to sweep all the samples. Retaining the same performance, there could be other methods for using the data-
set in a different order and by reducing its size, we can achieve better performance in time complexity. This 
may be done by categorizing the movements and using the most informative samples only, and discarding 
repeated patterns that are similar to each other and do not add much more information to the system.

•	 Testing the developed algorithm on the other recorded datasets as well as on some synthetically generated 
data like65,66 is another benchmark for further testing and confirming the achieved results.

References
	 1.	 WHO. Last access: Web address: http://www.who.int/reproductivehealth/topics/infertility/burden/en/ May (2017).
	 2.	 Mascarenhas, M. N., Flaxman, S. R., Boerma, T., Vanderpoel, S. & Stevens, G. A. National, Regional, and Global Trends in Infertility 

Prevalence Since 1990: A Systematic Analysis of 277 Health Surveys. PLoS Med 9, e1001356, https://doi.org/10.1371/journal.
pmed.1001356 (2012).

	 3.	 Mortimer, D., Pandya, I. & Sawers, R. Relationship between human sperm motility characteristics and sperm penetration into 
human cervical mucus in vitro. Journal of reproduction and fertility 78, 93–102 (1986).

	 4.	 Nieschlag, E. & Lenzi, A. The conventional management of male infertility. International Journal of Gynecology & Obstetrics 123, 
S31–S35 (2013).

	 5.	 Staff, A. The Optimal Evaluation of the Infertile Male: AUA Best Practice Statement (2010).
	 6.	 Imani, Y., Teyfouri, N., Ahmadzadeh, M. R. & Golabbakhsh, M. A new method for multiple sperm cells tracking. Journal of medical 

signals and sensors 4, 35 (2014).
	 7.	 Urbano, L. F., Masson, P., VerMilyea, M. & Kam, M. Automatic Tracking and Motility Analysis of Human Sperm in Time-Lapse 

Images. IEEE transactions on medical imaging 36, 792–801 (2017).

http://www.who.int/reproductivehealth/topics/infertility/burden/en/
http://dx.doi.org/10.1371/journal.pmed.1001356
http://dx.doi.org/10.1371/journal.pmed.1001356


www.nature.com/scientificreports/

1 8SCIEnTIfIC REPOrTS |  (2018) 8:5068  | DOI:10.1038/s41598-018-23435-x

	 8.	 Chen, C., Li, S., Qin, H. & Hao, A. Real-time and robust object tracking in video via low-rank coherency analysis in feature space. 
Pattern Recognition 48, 2885–2905 (2015).

	 9.	 Fu, Z. & Han, Y. Centroid weighted Kalman filter for visual object tracking. Measurement 45, 650–655 (2012).
	10.	 Kachouie, N. N. & Fieguth, P. W. Extended-hungarian-jpda: Exact single-frame stem cell tracking. IEEE Transactions on Biomedical 

Engineering 54, 2011–2019 (2007).
	11.	 Sørensen, L., Østergaard, J., Johansen, P. & de Bruijne, M. In Medical Imaging. 69142C-69142C-69112 (International Society for 

Optics and Photonics).
	12.	 Shimizu, H. & Matsumoto, G. Light scattering study on motile spermatozoa. IEEE Transactions on Biomedical Engineering, 

153–157 (1977).
	13.	 Groenewald, A. & Botha, E. In Communications and Signal Processing, 1991. COMSIG 1991 Proceedings., South African 

Symposium on. 64–68 (IEEE).
	14.	 Young, S., Tzeng, W., Kuo, Y., Hsiao, M. & Chiang, S. Real-time tracing of spermatozoa. IEEE engineering in medicine and biology 

magazine 15, 117–120 (1996).
	15.	 Zhou, X. & Lu, Y. In Computational Intelligence and Security, 2009. CIS'09. International Conference on. 335–339 (IEEE).
	16.	 Zhou, X. et al. Hybrid generative-discriminative learning for online tracking of sperm cell. Neurocomputing 208, 218–224 (2016).
	17.	 Abbiramy, V., Shanthi, V. & Allidurai, C. In Signal and Image Processing (ICSIP), 2010 International Conference on. 265–270 

(IEEE).
	18.	 Corkidi, G., Taboada, B., Wood, C., Guerrero, A. & Darszon, A. Tracking sperm in three-dimensions. Biochemical and biophysical 

research communications 373, 125–129 (2008).
	19.	 WHO. World Health Organization (WHO) laboratory manual for the examination and processing of human semen 5th ed. 138–139 

(2010).
	20.	 Reid, D. An algorithm for tracking multiple targets. IEEE transactions on Automatic Control 24, 843–854 (1979).
	21.	 Cox, I. J. & Hingorani, S. L. An efficient implementation of Reid’s multiple hypothesis tracking algorithm and its evaluation for the 

purpose of visual tracking. IEEE Transactions on pattern analysis and machine intelligence 18, 138–150 (1996).
	22.	 Ali, M. N., Abdullah-Al-Wadud, M. & Lee, S.-L. Multiple object tracking with partial occlusion handling using salient feature points. 

Information Sciences 278, 448–465 (2014).
	23.	 Pulford, G. Taxonomy of multiple target tracking methods. IEE Proceedings-Radar, Sonar and Navigation 152, 291–304 (2005).
	24.	 Sittler, R. W. An optimal data association problem in surveillance theory. IEEE transactions on military electronics 8, 125–139 (1964).
	25.	 Xiaoquan, S., Longbin, M., Qi, L. & Zhongkang, S. In Aerospace and Electronics Conference, 1997. NAECON 1997., Proceedings of 

the IEEE 1997 National. 884–889 (IEEE).
	26.	 Oh, S., Russell, S. & Sastry, S. Markov chain Monte Carlo data association for multi-target tracking. IEEE Transactions on Automatic 

Control 54, 481–497 (2009).
	27.	 Cox, I. J. & Miller, M. L. On finding ranked assignments with application to multitarget tracking and motion correspondence. IEEE 

Transactions on Aerospace and Electronic Systems 31, 486–489 (1995).
	28.	 Bar-Shalom, Y., Daum, F. & Huang, J. The probabilistic data association filter. IEEE Control Systems 29, 82–100 (2009).
	29.	 Oh, S., Russell, S. & Sastry, S. In Decision and Control, 2004. CDC. 43rd IEEE Conference on. 735–742 (IEEE).
	30.	 Bar-Shalom, Y., Fortmann, T. E., Tracking & Association, D. (Academic press, 1988).
	31.	 Brau, E. et al. In Computer Vision and Pattern Recognition (CVPR), 2011 IEEE Conference on. 1137–1144 (IEEE).
	32.	 Pearl, J. (Morgan Kaufmann San Mateo, CA 1988).
	33.	 Dean, T. & Kanazawa, K. A model for reasoning about persistence and causation. Computational intelligence 5, 142–150 (1989).
	34.	 Koller, D. & Lerner, U. In Sequential Monte Carlo Methods in Practice 445–464 (Springer 2001).
	35.	 Russell, S. J., Norvig, P., Canny, J. F., Malik, J. M. & Edwards, D. D. Artificial intelligence: a modern approach. 2 (Prentice hall Upper 

Saddle River 2003).
	36.	 Kafai, M. & Bhanu, B. Dynamic Bayesian networks for vehicle classification in video. IEEE Transactions on Industrial Informatics 8, 

100–109 (2012).
	37.	 Suk, H.-I., Sin, B.-K. & Lee, S.-W. Hand gesture recognition based on dynamic Bayesian network framework. Pattern Recognition 43, 

3059–3072 (2010).
	38.	 Pavlović, V., Rehg, J. M. & Cham, T.-J. In International Workshop on Hybrid Systems: Computation and Control. 366–380 

(Springer).
	39.	 Dubuisson, S., Gonzales, C. & Nguyen, X. S. DBN-based combinatorial resampling for articulated object tracking. arXiv preprint 

arXiv:1210.4863 (2012).
	40.	 Jorge, P. M., Marques, J. S. & Abrantes, A. J. In Pattern Recognition, 2004. ICPR 2004. Proceedings of the 17th International 

Conference on. 732–735 (IEEE).
	41.	 Nielsen, T. D. & Jensen, F. V. Bayesian networks and decision graphs. (Springer Science & Business Media 2009).
	42.	 Bishop, C. M. Neural networks for pattern recognition. (Oxford university press 1995).
	43.	 Koller, D., Lerner, U. & Angelov, D. In Proceedings of the Fifteenth conference on Uncertainty in artificial intelligence. 324–333 

(Morgan Kaufmann Publishers Inc.).
	44.	 Schindelin, J. et al. Fiji: an open-source platform for biological-image analysis. Nat Meth 9, 676-682, http://www.nature.com/nmeth/

journal/v9/n7/abs/nmeth.2019.html#supplementary-information (2012).
	45.	 Phillips, D. M. Comparative analysis of mammalian sperm motility. The Journal of cell biology 53, 561–573 (1972).
	46.	 Friedrich, B., Riedel-Kruse, I., Howard, J. & Jülicher, F. High-precision tracking of sperm swimming fine structure provides strong 

test of resistive force theory. The Journal of experimental biology 213, 1226–1234 (2010).
	47.	 Su, T.-W. et al. Sperm trajectories form chiral ribbons. Scientific reports 3 (2013).
	48.	 Mortimer, S. & Swan, M. Variable kinematics of capacitating human spermatozoa. Human Reproduction 10, 3178–3182 (1995).
	49.	 Mortimer, S. T., Schëväert, D., Swan, M. A. & Mortimer, D. Quantitative observations of flagellar motility of capacitating human 

spermatozoa. Human reproduction 12, 1006–1012 (1997).
	50.	 Su, T.-W., Xue, L. & Ozcan, A. High-throughput lensfree 3D tracking of human sperms reveals rare statistics of helical trajectories. 

Proceedings of the National Academy of Sciences 109, 16018–16022 (2012).
	51.	 Hoffman, R. (Google Patents 1980).
	52.	 Chenouard, N. et al. Objective comparison of particle tracking methods. Nature methods 11, 281–289 (2014).
	53.	 Munkres, J. Algorithms for the assignment and transportation problems. Journal of the society for industrial and applied mathematics 

5, 32–38 (1957).
	54.	 Bellastella, G. et al. Dimensions of human ejaculated spermatozoa in Papanicolaou-stained seminal and swim-up smears obtained 

from the Integrated Semen Analysis System (ISAS®). Asian journal of andrology 12, 871 (2010).
	55.	 Bradley, D. & Roth, G. Adaptive thresholding using the integral image. Journal of Graphics Tools 12, 13–21 (2007).
	56.	 Gonzalez, R. C. & Woods, R. E. Digital Image Processing. (Prentice Hall, Pearson, 2008).
	57.	 Rahatabad, F. N., Moradi, M. H. & Nafisi, V. R. In IEC (Prague). 419–421.
	58.	 Mahdavi, H. S., Monadjemi, A. & Vafae, A. Sperm detection in video frames of semen sample using morphology and effective ellipse 

detection method. Journal of medical signals and sensors 1, 206 (2011).
	59.	 Shaker, F., Monadjemi, S. A. & Naghsh-Nilchi, A. R. Automatic detection and segmentation of sperm head, acrosome and nucleus 

in microscopic images of human semen smears. Computer methods and programs in biomedicine 132, 11–20 (2016).

http://www.nature.com/nmeth/journal/v9/n7/abs/nmeth.2019.html#supplementary-information
http://www.nature.com/nmeth/journal/v9/n7/abs/nmeth.2019.html#supplementary-information


www.nature.com/scientificreports/

1 9SCIEnTIfIC REPOrTS |  (2018) 8:5068  | DOI:10.1038/s41598-018-23435-x

	60.	 Kohavi, R. In Ijcai. 1137–1145.
	61.	 Mardia, K. V. & Jupp, P. E. Directional Statistics. (Wiley 2009).
	62.	 Bilenko, M. & Mooney, R. J. In Proceedings of the KDD-2003 Workshop on Data Cleaning, Record Linkage, and Object 

Consolidation 7–12.
	63.	 Blair, D. C. (Wiley Online Library, 1979).
	64.	 Antunes, D. M., de Matos, D. M. & Gaspar, J. A library for implementing the multiple hypothesis tracking algorithm. arXiv preprint 

arXiv:1106.2263 (2011).
	65.	 Arasteh, A. & Vahdat, B. In Bioinformatics and Bioengineering (BIBE), 2015 IEEE 15th International Conference on. 1–6 (IEEE).
	66.	 Arasteh, A. & Vahdat, B. V. Evaluation of Multi-Target Human Sperm Tracking Algorithms in Synthesized Dataset. International 

Journal of Monitoring and Surveillance Technologies Research (IJMSTR) 4, 16–29 (2016).

Author Contributions
Abdollah Arasteh designed and implemented the framework, wrote the programs in MATLAB and collected the 
results, recorded the dataset, and wrote the main body of the manuscript. Bijan Vosoughi Vahdat contributed 
in critical revision of manuscript, analyzing data, and supervision of the whole research. Reza Salman Yazdi 
designed and conducted the experiments and edited the manuscript.

Additional Information
Competing Interests: The authors declare no competing interests.
Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2018

http://creativecommons.org/licenses/by/4.0/

	Multi-Target Tracking of Human Spermatozoa in Phase-Contrast Microscopy Image Sequences using a Hybrid Dynamic Bayesian Net ...
	Methods

	Data Acquisition. 
	Observation basic definitions. 
	Phase-contrast properties for segmentation. 
	Evaluation of observation. 
	Segmentation algorithm. 
	Post-segmentation processing. 
	Hybrid network definition. 
	Track normalization. 
	Design HDBN for data association. 

	Results and Discussion

	Conclusion

	Figure 1 Three samples of recorded spermatozoa images: the brightness and focus of samples are different as well as their spermatozoa cell count and the presence of other irrelevant cells (like debris and blood cells), which should be considered during MT
	Figure 2 Some of the ground-truth tracks: the starting point is the filled triangle and the ending point is the filled star.
	Figure 3 Images of spermatozoa head in phase-contrast microscopy images: there is extra brightness around the head in addition to the spermatozoa head itself (marked by red circles).
	Figure 4 One sample (portion of a full recorded frame) that shows the extra brightness for the objects present in the image (marked with red circle), which makes discrimination and segmentation of spermatozoa (objects of interest) a difficult task to perf
	Figure 5 Two sets of as the segmentation output and as the ground-truth depicted on a sample frame of an image sequence.
	Figure 6 pd and FAR plotted vs.
	Figure 7 Schematic design for comparing the current study results with other well-known algorithms (MHT and NNF): the observation part is common across the three methods, but the data association is different in each method.
	Figure 8 Graphical model of continuous parents {Z1, Z2, …, ZN} with a discrete child U.
	Figure 9 The original track (dotted) and the normalized track (solid) the normalized track does not have an initial angle θ1 like the original track and has a zero angle in its first move.
	Figure 10 Candidates of the following points of track τi at time t − 1 from the set of related observations in the neighborhood circles, up to three consecutive missing observations: is the jth observation in the time step t.
	Figure 11 The HDBN model for data association of the track τi: Zt,j (which is the continuous node in the HDBN) is the distance between the ith track (τi) the jth track in the dataset up to time t.
	Figure 12 Mean and covariance parameters in .
	Figure 13 (a) Two tracks that did not match because of too much average distance between points.
	Figure 14 (a) Mean precision over all 36 image sequences and the (b) mean recall over all 36 image sequences plotted against pd for the three methods.
	Figure 15 Mean F1 measure over all the 36 image sequences plotted against pd for the three methods.
	Figure 16 Mean NRMSE measure over all the 36 image sequences plotted against pd for the three methods.
	Figure 17 Average time complexity for processing a single frame (averaged overall in 36 image sequences) plotted against pd for three methods.
	Table 1 Recorded dataset properties.
	Table 2 Hdbn Mtt Algorithm.
	Table 3 Summary of all the results with their standard deviation (the best results are in bold font).




