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BIOCHEMICAL CLOCKS

The cost of synchronization
Synchronization of biochemical oscillators that are responsible for biological rhythms costs free energy. This 
theoretical result suggests that part of the adenosine triphosphate molecules consumed by a Kai oscillator is 
necessary for synchronization.
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Biochemical networks perform essential 
tasks for the functioning of living 
systems. They can be subjected to 

relatively large fluctuations and operate out 
of equilibrium, with the consumption of 
energy — often in the form of adenosine 
triphosphate (ATP) hydrolysis.  
An interesting physical problem concerns 
the free-energy cost to maintain a 
biochemical network that performs a certain 
task. One such essential task is to display 
robust and precise biological rhythms — 
such as circadian oscillations. This process 
relies on the synchronization of biochemical 
network oscillations and has been shown to 
require energy dissipation in a theoretical 
model developed by Dongliang Zhang and 
co-workers, as reported in Nature Physics1.

These oscillators are biochemical 
networks composed of interacting driven 
Brownian clocks. For instance, in the  
case of the Kai system found in 
cyanobacteria2,3 — one of the best 
understood circadian clocks — the KaiC 
molecules play the part of the clocks. 
Synchronization is essential for the onset 
of oscillations in a network of clocks. 
Even though synchronization has been 
thoroughly studied in the well-established 
Kuramoto model of coupled oscillators4, 
its thermodynamic cost in biochemical 
oscillators is still unknown.

Zhang and co-workers have introduced 
a neat model for synchronization. A key 
feature of this model is the inclusion of 
exchange reactions, which change the 
phase of two clocks in a single reaction 
(Fig. 1). These exchange reactions are 
related to chemical interactions and can 
synchronize the clocks. This mechanism 
for synchronization differs from the 
Kuramoto model, which assumes a standard 
interaction energy between the clocks. The 
strength and frequency of the exchange 
reactions control the synchronization 
transition, such that the clocks synchronize 
if these parameters are large enough.  

The model allowed for analytical 
calculations and the phase diagram was 
determined exactly.

Each individual clock is an out-of-
equilibrium system that dissipates energy, 
as do the exchange reactions. The authors 
demonstrated that the thermodynamic 
rate of entropy production that quantifies 
energy dissipation can be decomposed into 
two terms: one related to reactions that 
change the phase of an individual clock 
and the other related to exchange reactions. 
Crucially, the authors found that the part 
of the energy dissipation that is associated 
with exchange reactions must be above a 
critical value for synchronization to occur. 
They also calculated the minimal amount 
of energy dissipation that is necessary to 
achieve a certain level of synchronization.

Besides this first exactly solvable model, 
Zhang and co-workers also analysed a 
model inspired by the Kai system. The 
results concerning the relation between 
synchronization and energy dissipation are 
similar to those obtained for the first model, 
which leads to the following interesting 
speculation: as the amount of hydrolysed 
ATP found per KaiC molecule in a period of 
oscillation is larger than the amount of ATP 
consumed in the cycles of all KaiC taken 
together, the extra ATP may be used to 
power synchronization.

This work opens the door for future 
experiments to confirm if ATP is indeed 
consumed for the synchronization in 
the Kai system, which would provide a 

beautiful connection between biophysics 
theory and experiment. The mechanism 
for synchronization in the model by Zhang 
and co-workers is different from the one 
in the Kuramoto model, and it would be 
interesting to investigate the differences 
and similarities of the synchronization 
transition between the two models. A better 
microscopic understanding of the model 
introduced by Zhang and co-workers, with a 
precise identification of the thermodynamic 
force that drives the cycles with exchange 
reactions, remains an open issue.

Unravelling the relation between energy 
dissipation and the performance of small 
biochemical systems is an ambitious goal. 
But a more complete picture of this relation 
can help us understand the evolution of 
biochemical networks and can provide 
us with recipes to build synthetic systems 
that can perform a biochemical task in an 
optimal way. ❐
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Fig. 1 | Illustration of the exchange reactions that modify the phase of two clocks. The phase of  
the clock corresponds to the phosphorylation level or conformational state of an individual molecule 
such as KaiC.
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