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Non-symmetric Pauli spin blockade in a
silicon double quantum dot
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Spin qubits in gate-defined silicon quantum dots are receiving increased attention thanks to their
potential for large-scale quantumcomputing.Readout of suchspinqubits is donemost accurately and
scalably via Pauli spin blockade (PSB), however, various mechanisms may lift PSB and complicate
readout. In this work, we present an experimental study of PSB in a multi-electron low-symmetry
double quantum dot (DQD) in silicon nanowires. We report on the observation of non-symmetric PSB,
manifesting as blockaded tunneling when the spin is projected to one QD of the pair but as allowed
tunneling when the projection is done into the other. By analyzing the interaction of the DQD with a
readout resonator, we find that PSB lifting is caused by a large coupling between the different electron
spinmanifoldsof 7.90 μeVand that tunneling is incoherent. Further,magnetospectroscopyof theDQD
in 16 charge configurations, enables reconstructing the energy spectrum of the DQD and reveals the
lifting mechanism is energy-level selective. Our results indicate enhanced spin-orbit coupling which
may enable all-electrical qubit control of electron spins in silicon nanowires.

Spin qubits in gate-defined silicon quantum dots (QDs) have emerged as a
promising platform for implementing large-scale quantum computation
owing to their long coherence times, compact size and ability to be operated
at relatively high temperatures of 1–4 K1–6.Moreover, silicon spin qubits can
be fabricated using industrial semiconductor manufacturing techniques,
thereby presenting a path to high-yield large-scale device fabrication in
which control electronics may also be integrated on-chip7–11. With the
increasing emphasis on scalability, it is becoming attractive to pursue
methods of spin qubit control12–15 and readout16–19 that could simplify the
processor architecture by avoiding additional on-chip components and
layout constraints such as charge reservoirs.

In terms of readout, silicon spin qubits are measured using spin-to-
charge conversion, a process that translates the spin degree of freedom to a
selective movement of charge. Such conversion is typically performed via
spin-selective tunneling to a reservoir20 or via Pauli spin blockade (PSB)
between spins in two QDs21. In both cases, the movement of charge can be

detected using sensitive charge sensors, such as the single-electron
transistor22 or the single-electron box23. However, PSB offers the sub-
stantial advantage that it can be detected dispersively, using external reso-
nant circuits, thus alleviating the need for electrometers and charge
reservoirs adjacent to the qubit, leading to a simplified processor
architecture24,25. Moreover, PSB has been shown to provide high-fidelity
readout, even at low magnetic fields and elevated temperatures5,26–28.

PSB works under the exclusion principle in which two fermionic
particles cannot posses all the same quantum numbers. In practice, the
combined spin state of two separated electrons (or holes) in two QDs is
projected into that of a single QD whose ground state is the joint singlet. If
the initial state was a singlet, tunneling occurs, if it was a triplet, tunneling is
forbidden. Suchprocess is expected tobe symmetric, i.e., independentofQD
used for the projection. PSB, however, may be lifted thus compromising
readout. Lifting of PSB may occur partially, due to fast relaxation of the
unpolarized T0 state resulting in parity-only readout29 or fully, due to direct
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tunneling between triplet states24, due to hyperfine or spin-orbit
interactions30 or due to fast tunneling to low-energy high-spin states, such
as a spin quintet, which may result from small valley-orbit splittings and
generally dense QD energy spectra31,32. Generally, theory predicts that fast
relaxation processes happening at rates similar or faster than the readout
probe frequency lift dispersively-detected PSB33. More recently, it has been
predicted that in systems with strong spin-orbit coupling, PSB may only
occur nearmagnetic field orientations that alignwith the eigenvectors of the
combined DQD g-tensor34.

In this Letter, we report on the observation of non-symmetric PSB in
siliconQDs,manifesting as PSBwhen the spin is projected to oneQDof the
pair but as lifted PSB when the projection is done into the other QD.
Particularly, we observe the phenomenon in a multi-electron silicon DQD
formed using a split-gate nanowire transistor. Multi-electron QDs are
receiving close attention due to their capability to better screen potential
disorder and facilitate dot-to-dot couplings which will be advantageous for
future scaling35,36. By studying spin tunneling between the QDs across 16
different charge configurations usingdispersive readout,wefind (i) that PSB
can still occur despite the low-symmetry of the QDs, although PSB lifting is
highly prevalent and (ii) that PSB may be non-symmetric, i.e., for a given
charge configuration (N,M), PSB occurs by projecting the state either to the
(N+ 1,M− 1) or (N− 1,M+ 1) states but not both. We further analyse
the response of the readout resonator using input-output theory, and find
that (i) PSB lifting is caused by a large coupling between the different
electron spin manifolds of up to 7.90 μeV and (ii) that tunneling between
spin states does not preserve phase.

Results
Non-symmetric Pauli spin blockade
Figure 1a shows the split-gate nanowire field-effect transistor used in this
work. To perform gate-based sensing, we wirebond gate GT1, which
overlaps the channel 7 ± 3 nmmore than GB1, to a superconducting NbN
spiral inductor on a separate chip, thus forming a LC resonant circuit with
resonance frequency f0(B = 0) = 1.88 GHz at zero magnetic field. For
further details about the transistor, inductor, and setup, see “Description
of device and measurement setup” and ref. 37. A DQD constituted by a
pair of low-symmetryQDs is formed in the upper corners of the nanowire
channel when positive voltages, applied to GB1 and GT1, attract electrons
from the source and drain reservoirs. The QDs appear in a parallel con-
figurationwith respect to the reservoirs (see “Simulation of device electron
density” for simulations of the three-dimensional electron density in the
device). The number of electrons accumulated in the DQD is set by the
gate voltages VB1 and VT1, whereas changes in the DQD electron occu-
pancy are detected dispersively by probing the resonator via the trans-
mission line MWin at frequency f close to f0 while monitoring the phase
shift of the reflected signal ϕ. We observe phase changes at the charge
degeneracy regions due to the cyclical interdot charge transitions (ICT) or
dot-to-reservoir charge tunneling events driven by the microwave
excitation33,37, see Fig. 1b and “Zoomed-in ICT charge stability diagrams”
for zoom-ins on the ICT regions. We determine the electron occupancy
(NT1, NB1) indicated in Fig. 1b using one QD as a charge sensor for the
otherQD32 (seeAppendixD in ref. 37 for the charge populationdata of the
device also used in thiswork).We can control the charge occupationdown
to the last electron in both QDs. ICTs are not visible for electron popu-
lations smaller than those presented on this plot as a result of insufficient
wavefunction overlap for tunneling to occur on the timescale of the
resonator period38. While this Article shall eventually investigate all 16
ICTs visible in Fig. 1b, we first consider the pair of neighboring ICTs
between the (7,8), (6,9) and (5,10) charge states highlighted by the dotted
boxes in Fig. 1b which share a common charge state, the (6,9). Given that
in silicon QDs without spatial symmetries the first two full electronic
shells occur for charges states NT1(B1) = 4 and 8, the three states may be
considered equivalent to (3,0), (2,1) and (1,2), for simplicity.We represent
them in the single-particle diagrams of Fig. 2a, b and as shown in “Energy-
level diagrams for all 16 ICTs at B = 0 T and B = 0.4 T”.

To probe the excited state spin spectrum of the DQD and in parti-
cular of the (6,9)–(7,8) and (5,10)–(6,9) ICTs, we measure VT1 line traces
that intersect the center of each ICT while increasing B from 0 to
0.9 T31,32,39. The magnetic field is applied in-plane with the device and
perpendicular to the nanowire direction, and the probe frequency f is
continuously adjusted to account for the changing kinetic inductance of
the NbN inductor. The resulting dispersive magnetospectroscopy mea-
surements shown in Fig. 1c, d plot the relative phase shift ϕ/ϕ0, where ϕ0 is
the largest phase shift measured among the 16 ICTs in Fig. 1b. In the case
of the (6,9)–(7,8) transition (Fig. 1c), the signal start to vanish asymme-
trically as the magnetic field is increased, which is the signature of
dispersively-detected PSB19,24,31–33,39–43. More particularly, at low magnetic
fields, the system is free to cyclically tunnel between two states with the
same spin number (high ϕ/ϕ0) due to the oscillatory resonator drive.
However, as the magnetic field is increased, a higher spin state becomes
the ground state of the system at the aforementioned transition point. If
the new higher spin state does not couple with the lower spin states, the
system gets blocked in the higher spin state and the signal disappears since
no cyclic tunneling can occur. The slope at which the signal in Fig. 1c
vanishes, which tracks the crossing point between the two spin manifolds
involved, enables extracting the interdot gate lever arm, α = 0.660,
assuming an average electron g-factor of 2. Because of the shared charge
state between the transitions (6,9)–(7,8) and (5,10)–(6,9), one might
expect the (5,10)–(6,9) ICT to also show PSB40,44 since this represents the
symmetric projection of the spin, but now on to the opposite QD. How-
ever, in Fig. 1d, instead of asymmetrically vanishing, the signal of this ICT
persists and remains constant beyond B = 0.16 T tracking the point at
which the two spin manifolds should cross. Such result implies cycling
tunneling occurs between two states with different spin number, i.e., PSB
lifting. This striking result in which PSB is non-symmetric, is the focus of
themanuscript.We note the slope of the signal in Fig. 1d above B = 0.16 T

Fig. 1 | Non-symmetric PSB in a pair of neighbouring ICTs. a Sketch of the device
cross-section perpendicular to the direction of the nanowire illustrating the device
architecture and the formation of a DQD in the upper channel corners. The LC
resonant circuit, comprised of theDQDconnected via gateGT1 to a superconducting
NbN planar spiral inductor, is inductively coupled to a microstrip waveguide to
enable dispersive readout. b Charge stability diagram of the DQD recorded using
gate-based dispersive sensing while sweeping the electrostatic potentials of GT1 and
GB1. The numbers in parentheses indicate the electron occupancy of the DQD and
the dotted rectangles highlight the ICTs studied in (c) and (d) as well as in Fig. 2.
c, dMeasurement of the relative phase shift of the (6,9)–(7,8) and (5,10)–(6,9) ICTs
as a function of magnetic field B showing non-symmetric PSB.
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implies in this case an interdot lever arm, α = 0.789 (see Fig. 1d and
“Maximum phase shift of (5,10)–(6,9) ICT vs magnetic field”).

To facilitate the understanding of the non-symmetric presence of PSB
in Fig. 1c, d, we focus on the three outermost electrons in the DQD and
sketch the single- andmulti-particle energy levels for these electrons. In the
(5,10), (6,9), and (7,8) charge states, the three outermost electrons are dis-
tributedbetween theT3,T4, andB5 energy levels shown in the insetof Fig. 2a,
b, where Ti (Bi) refers to the ith energy level of QDT1 (QDB1). By populating
the single-particle energy levels with the number of electrons corresponding
to the charge state, we observe that the electrons in the DQD may form
doublets D, with one unpaired electron and a spin angular momentum
S = 1/2, or quadruplets qwith three unpaired electrons and S = 3/2.Here,we
assume that the exchange energy is smaller than the single-particle energy
level spacing45. AtB = 0T, the ground stateD(6,9) is separated from the first
excited state q(6,9) by δ = 18.65 μeV (see Appendices IV E and IV H for
extraction of δ and energy spectra atB = 0 T).However, asB is increased, the
states Zeeman split according to EZ =msgμBB, wherems is the spin angular-
momentumprojectiononto theB-axis, g is the electron g-factor andμB is the
Bohrmagneton, thus causing the lowest energy quadruplet q3/2− to become
the (6,9) ground statewhen gμBB > δ. This situation is sketched in Figs. 2a, b,
which show the energy levels of the DQD as a function of detuning ε at
B ≈ 0.4 T. From these energy levels, one would expect the ground state
electron transitions q3/2−(6,9)-D1/2−(7,8) and q3/2−(6,9)–D1/2−(5,10),
highlighted by the red electrons and arrows in Fig. 2a, b respectively, to be
spin-blocked due to the Pauli exclusion principle. However, recalling Fig. 1,
PSB is only present for the (6,9)–(7,8) transition involving levels T3 and B5,
and not for the (5,10)–(6,9) transition, which involves levels T4 and B5. This
hints at a level-selective process that allows spin-flip tunneling as the

explanation for the signal generated at the D1/2−(5,10)–q3/2−(6,9)-inter-
section as a function of B. We further note that the allowed spin-
independent transition, D(5,10)–D(6,9), involves the same single-particle
levels as the spin-blocked transition in Fig. 2c, reinforcing the idea that a
change in spin number is a necessary condition for the disappearance of the
signal.

Pauli spin blockade lifting mechanism
We further investigate the two ICTs by studying the reflected spectrum of
the resonator while changing detuning ε ¼ eαðVT1 � V0

T1Þ, where V0
T1 is

the central position of the measured ICT, at both B = 0 T and B = 0.4 T [see
Fig. 2c–f]46. To describe the coupled resonator-DQD system, we use the
circuit quantumelectrodynamics framework47.Due to the effective coherent
DQD-resonator coupling given by geff ij=ð2πÞ ¼ g0=ð2πÞhi∣n̂∣ji between
states i and j, where hi∣n̂∣ji is the couplingmatrix element, and n̂ is the charge
number operator, we observe changes in the resonance frequency fr and the
effective linewidth κ* of the resonator according to37,48,49

f r ¼ f 0 �
1
2π

geff
2
ijΔij

Δ2
ij þ γ2ij=4

ð1Þ

κ�=ð2πÞ ¼ κ=ð2πÞ þ 1
2π

geff
2
ijγij

Δ2
ij þ γ2ij=4

ð2Þ

where tij is the DQD tunnel coupling, Ωij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2 þ 4t2ij

q
is the energy dif-

ference between participating states, Δij =Ωij/ℏ− 2πf0, κ is the bare reso-
nator linewidth, and γij is theDQDdecoherence rate. Here, we have defined

g0=ð2πÞ ¼ αf 0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zr=2RQ

q
in which we assume α is constant for a given

charge configuration, RQ is the resistance quantum, and Zr is the resonator
impedance. By applying these equations to the measurements in Fig. 2c–f,
we deduce important information about the DQD.

First, we analyze the resonator response at B = 0 T in Fig. 2c. The data
reveals an upwards shift of fr around ε = 0 thus indicating geff DD > 0 and
ΔDD < 0, which implies 0 < 2tDD < hf0 = 7.8 μeV between the states D(6,9)
andD(7,8).Despite being in the resonant regime at some εwhereΩDD = hf0,
we do not observe characteristic vacuum Rabi-mode-splitting due to the
large decoherence rate, γDD, of this charge transition indicated by the
increased κ* around ε = 0 (see “Resonator response for ICTs (6,9)–(7,8) and
(5,10)–(6,9) at B = 0 T”). By similar inspection of now Fig. 2d, we find a
downwards shift of fr around ε = 0 indicating that geff DD0 > 0 and ΔDD0 > 0,
implying 2tDD0 > hf 0 ¼ 7:8 μ eV between the states D(5,10)and D(6,9).

To understand the origin of non-symmetric PSB, we repeat the
analysis but now atB = 0.4 T as shown in Fig. 2e and f.We furtherfit each ε
trace of the response to a Lorentzianwith center frequency fr and linewidth
κ*/(2π) (see “Description of fitting procedures” for description of fitting
procedure). As can be seen from the red (6,9)–(7,8) data in Fig. 2g, h, there
are no changes to fr or κ

* around ε = 0, thus indicating that the coupling
matrix element hq3=2�ð6; 9Þjn̂jD1=2�ð7; 8Þi ! 0 and hence tDq(6,9)
(7,8)→ 0. This conclusion is in line with the lack of phase response at
B ≥ 0.4 T due to PSB seen in Fig. 1c. However, for the (5,10)–(6,9) tran-
sition, represented by the green data in Fig. 2g, h, the shift in fr and increase
in κ* around ε = 0 indicates geff Dq>0 for states D1/2−(5,10) and q3/2−(6,9).
The observation that fr first decreases symmetrically with decreasing ∣ε∣
indicates ΔDq > 0 whereas the subsequent increase to fr ≈ f0 at ε = 0 indi-
cates ΔDq→ 0 when ε→ 0. This implies a D1/2−(5,10)-q3/2−(6,9) tunnel
couplingof 2tDq ≈ hf0 = 7.8 μeV,which is confirmedbyfitting fr− f0 and κ

*

simultaneously with shared parameters to Eqs. (1) and (2) from which we
obtain 2tDq = 7.90 ± 0.01 μeV, g0/(2π) = 51.0 ± 0.2MHz, and γDq/
(2π) = 1.65 ± 0.01 GHz. For electrons in silicon, 7.90 μeV is a remarkably
large tunnel coupling between states with different S, more than twice the
value theoretically estimated in Corna et al.13. Overall, wefind a substantial

Fig. 2 | Level-selective PSB and decoherence. a, b Illustrative single-particle and
DQD energy levels for the (5,10), (6,9) and (7,8) charge states at B ≈ 0.4 T as a
function of detuning ε. The red electrons and green (red) arrows indicate (the lack of)
spin flip tunneling between the doublet D1/2− and quadruplet q3/2− ground states.
For simplicity, the single-particle energy levels omit the two (four) lowest-lying
energy levels of QDT1(QDB1). c–f Reflection coefficient of the resonator Γ as a
function of f and ε for the (6,9)–(7,8) and (5,10)–(6,9) ICTs at B = 0 T and B = 0.4 T.
g, h Resonance frequency and effective linewidth as a function of ε for ICTs
(6,9)–(7,8) [red] and (5,10)–(6,9) [green] at B = 0.4 T determined by Lorentzian fits
to the data in (e) and (f).
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asymmetry in the tDq(6,9)(7,8) and tDq(5,10)(6,9) tunnel couplings, the
first indication of the origin of the non-symmetric PSB.

We further explore the nature of the (5,10)–(6,9) spin-flip transition at
B > 0.3 T and identify it as an incoherent tunneling process. The large
γDq/(2π) = 1.65 ± 0.01 GHz indicates that the system decoheres in the
timescale of the resonator excitation andhence, that themeasurable signal at
the D1/2−-q3/2− anti-crossing results from incoherent charge transfer. We,
therefore, discard coherent tunnelingby adiabatic passage as the origin of the
signal, despite the large tDq. Incoherent tunnelingmaybe the consequence of
fast state relaxation or pure dephasing. However, at the anti-crossing point,
only dephasing in the energy basis can lead to a change in the charge state
distribution. Given that coherence is generally dephasing-limited in silicon
spin systems, our result aligns with the general observation. The large value
of tDq indicates the presence of significant SOC which may open dephasing
channels similar to those observed for charge transitions in corner QDs50–52

that are compatible with our measured value of γDq. Additionally, spin,
valley, and orbital degrees of freedom may all be mixed on a wide energy
range by spin-orbit and valley-orbit couplings, which together with Cou-
lomb interactions provide efficient paths for decoherence. In particular, it
has been shown in53 that anisotropic QDs such as the ones characterized in
this work, are prone toWigner-like localization: The electrons split apart in
the charged dots due to Coulomb repulsion, which results in a significant
compression of the energy spectrum32 andmixing of the different degrees of
freedom in the presence of spin-orbit and valley-orbit coupling
mechanisms54–56. If such localization effects are strong enough, simplified
single-particle descriptions like those shown Fig. 2a, b may no longer be
valid, even qualitatively. Although the observed γDq at the anti-crossing is
large, one may expect a reduction away from the anti-crossing where the
energy difference of intradot transitions is ε-independent, thus encouraging
coherent EDSR experiments for electron spins in silicon corner dots away
from the anti-crossings followed by readout at said anti-crossing.

Prevalence of Pauli spin blockade lifting
To better understand the prevalence of PSB lifting, we expand the magne-
tospectroscopymeasurements to all 16 ICTs visible in Fig. 1b. The resulting
measurements are shown in Fig. 3 in which panels (e) and (j) represent the
measurements studied in Fig. 1. Themeasurements fall into four categories,
which are covered in detail in “Energy-level diagrams for all 16 ICTs at
B = 0 T and B = 0.4 T” and summarised here: Most abundant for this DQD
is the lackofPSBdue to fast spin-flip transitions as seen inFig. 3c, e, f, h, k,m,

n, p, among which (f) and (n) are unusual due to the small splitting δ as
explained in “Energy-level diagrams for all 16 ICTs at B = 0 T and
B = 0.4 T”. Regular PSB on the other hand is only seen in panels (b) and (j),
and partial PSB in which large tunnel couplings relative to δ obscure the
blockaded region (seeAppendices IVHand IVI) are found inpanels (a) and
(i). Finally, Fig. 3d, g, l, o show cases in which the spin ground state remains
the same for all measured B consistent with previously reported odd-parity
transitions40. Besides the prevalence, we find that the measurements have a
periodicity of two in the QDB1 occupancy, indicating broken valley
degeneracy and large level separation inQDB1. This agreeswith the addition
energy that canbe inferred from the charge stability diagramand the smaller
QD size expected from the lesser channel overlap of GB1. From the sloped
magnetospectroscopy measurements in Fig. 3, we extract α and find a
consistently large average <α > = 0.7 ± 0.1 across the ten ICTs involving
different spin manifolds.

By analysis and simulationof eachmeasurementpresented inFig. 3,we
construct energy levels similar to those in Fig. 2a, b (see Appendices IV H
and IV I), which enable us to understandwhich combinations ofQDenergy
levels produce fast spin-flipping. The resulting analysis is summarised in
Fig. 4, which shows that the transitions that involve the level T3 have a small
tunnel coupling element tij and low decoherence rate γij≪ f, the latter to
avoid tunneling via diabatic passage followed by relaxation (in the charge
basis)33. We hypothesize for the reason of the level-selective and non-
symmetric PSB is linked to a recent prediction that, in DQDs subject to
strong spin-orbit interactions, PSB may only occur at magnetic field
orientations that alignwith the eigenvectors of the combined g-tensor of the

Fig. 3 | Magnetospectroscopy of 16 ICTs. a–p Measurement of the relative phase
shift of the 16 ICTs visible in Fig. 1b as a function of B. The numbers in parentheses
indicate the electron occupancy of the DQD on either side of the ICT. Energy levels

similar to those of Fig. 2a, b which help explain the magnetospectroscopy are
included in “Energy-level diagrams for all 16 ICTs at B = 0 T and B = 0.4 T”.

Fig. 4 | Energy level combinations with PSB andPSB lifting. Single-particle energy
levels for QDT1 and QDB1 connected by arrows which show whether the indicated
ICT has small or large tij, red and green arrows respectively. In the case of PSB γij < f
and, in our particular case, PSB lifting is accompanied by γij≳ f. The two (three)
lowest energy levels of QDT1 (QDB1) are omitted for simplicity.
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DQD34, the magic directions. Particularly, at these magic directions, the
tunnel coupling elements do tend to zero. In our case, for the ICTs in Fig. 3b,
j, the g-tensor may have been as such that the external magnetic field may
have been favorably aligned resulting in PSB. The dependence of the
g-tensor orientation with charge state is backed up by recent experiments
described in ref. 57, where a study of the intrinsic spin-orbit fields in InSb
DQDs has been performed as a function of charge occupancy, revealing
different coupling strengths between different spin branches for different
charge configurations.

Discussion
In summary, we have studied the spin-blockade physics of a low-symmetry
silicon multi-electron DQD. Through dispersive magnetospectroscopy
measurements of 16 ICTs, we found the presence of PSB to be non-
symmetric and energy-level selective with a high prevalence of PSB lifting
cases. By analyzing the resonator response as a function of DQD detuning
and probe frequency using input-output theory, we determined that, in the
case where PSB is present, the tunnel coupling element between the spin
manifolds involved is small, whereas in the case of PSB lifting, the tunnel
coupling was found to be 2tDq = 7.90 μeV, the largest reported for electron
spins in silicon. Furthermore, we determined that the spin-flip tunneling
process is phase-incoherent. Given the low hyperfine fields in silicon58, and
the observations that spin-orbit coupling is higher in systems with low-
symmetry, suchas the cornerdots studiedhere13, themost likelyoriginof the
large tDq observed in this study is spin-orbit coupling. The differences in the
spin coupling terms for different charge transitions, strongly points towards
charge-state-dependent combined DQD g-tensor as the most likely
reason34, and encourages angular magnetic field studies of PSB in electron
spin systems. Further, the enhanced coupling strength encourages attempts
to perform EDSR away from the anti-crossings followed by readout at the
chosen anti-crossing.We reason this since, far from the anti-crossing point,
theRabi frequency is proportional to the tunnel coupling term.Wealsonote
that the additional signal produced by PSB lifting should provide a way of
positively detecting the different states of a spin system, e.g., singlets and
triplets, through the selection of appropriate readout detuning valueswhich,
through repeated measurements, could enhance the spin readout fidelity.
For example, in singlet-triplet qubits, at gμBB > ts (where ts is the singlet
tunnel coupling), the detuning atwhichT+(−)-S(02) anticross could be used
to determine a T+(−) outcome and the S(11)–S(02) anti-crossing point to
determine a singlet outcome.

Overall, our results build understanding of PSB physics in silicon
important to spin qubit readout, and more particularly to multi-
electronQDs systemwhichmay becomemore suitable for scaling due to
their capability to better screen potential disorder. Our work further
motivates the pursuit of all-electrical control of electron spin qubits
although we note that enhance spin-orbit coupling could result in
reduced spin coherence15,59.

METHODS
Description of device and measurement setup
Figure 1a depicts the formation of a DQD in a split-gate nanowire field-
effect transistor as well as the resonant circuit used to perform dispersive
gate-sensing of the DQD. The transistor, which is fabricated on a 300-mm
fully-depleted silicon-on-insulator wafer with a buried oxide thickness of
145 nm, consists of a h = 7 nm thick, w = 70 nm wide silicon nanowire
channel, a 6 nm SiO2 gate oxide, and two TiN/polysilicon gates, GB1 and
GT1, with 60 nm gate lengths and a Sg = 40 nm split-gate separation. We
note that GT1 overlaps the channel slightlymore thanGB1 due to a 7 ± 3 nm
misalignment during fabrication. Spacers made of Si3N4 are used to extend
the region of intrinsic silicon beneath the gates by 34 nmon either side, thus
creating tunnel barriers to the heavily n-type-doped source and drain that
are held at 0 V. To facilitate gate-based sensing, GT1 is wirebonded to a
superconductingNbN spiral inductor on a separate chip, thus forming aLC
resonant circuit comprised of the capacitance Cd from GT1 to ground,
parasitic capacitance Cp, and magnetic-field-dependent inductance L(B) of
the spiral. At B = 0 T, the resonator has a resonance frequency of
f0(B = 0) = 1.88 GHz, however, when the magnetic field B is increased, the

resonance frequency f 0ðBÞ ¼ 1=½2π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LðBÞðCd þ CpÞ

q
� decreases due to the

increasing kinetic inductance of the superconducting spiral inductor32. The
inductor, which is fabricated by optical lithography of an 80-nm-thick
sputter-depositedNbN film on a sapphire substrate, is situated adjacent to a
50Ω microstrip waveguide and designed to achieve critical coupling
between the resonator and input line. This design results in a large resonator
characteristic impedance Zr = 560Ω which, together with the large lever
arm α =CT1,T1/CΣT1−CT1,B1/CΣB1 ≈ 0.7 of the wrap-around gates (where
Ci,j is the capacitance between gate i andQD j andCΣi is the total capacitance
ofQD i), enables a large coherent coupling rate g0 and thus a large signal-to-
noise ratio37. We probe the resonator-DQD system in reflectometry via the
microwave transmission line labeled MWin in Fig. 1.

Simulation of device electron density
Figure 5 shows three-dimensional plots of the electronic densities ρ(r)
computed in thedevice for the (5,10), (6,9), and (7,8)QDfillings.Theorange
charge density isosurfaces enclose 90%of the charge, i.e., 13.5 out of the total
NT = 15 electrons. These densities are calculated with a self-consistent
Schrödinger-Poisson approximation: the electrons move in the potential
created by the gates and by the mean-field density (NT− 1)/NT × ρ(r),
where the factor (NT− 1)/NT broadly accounts for the fact that each elec-
tron only interacts with NT− 1 others in the QDs. Screening in the source
and drains is accounted for in a linearized Thomas-Fermi approximation.
The simulation methodology gives a reasonable account of the electronic
distribution, but does not account for correlation effects (such as theWigner
molecularisation discussed in Sec. II B) that may be significant in
corner QDs.

Fig. 5 | Simulation of the electronic density in the device in three electronic
configurations totalling 15 electrons. The orange isosurfaces enclose 90% of the
electrons. The red regions indicate the silicon nanowire and elevated source and

drain regions. The asymmetrically-placed split gates are represented in gray. Both
the gate oxide and the Si3N4 spacers have been omitted for clarity. a, b, c Show the
(5,10), (6,9), and (7,8) charge configurations, respectively.
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Zoomed-in ICT charge stability diagrams
Figure 6 shows zoomed-in charge stability diagrams for each of the 16
ICTs visible in Fig. 1(b) measured at B = 0 T. The z-axes for each of the
panels of Fig. 6 represents the normalized phase shift Δϕnorm for the
measurement in that panel. These charge stability diagrams, which were
acquired immediately prior to the magnetospectroscopy measurements
in Fig. 3, ensure accurate choice of VB1 such that the magnetospectro-
scopymeasurement is done for the positively sloped signal from the ICT
and not from a dot-reservoir transition. The VB1 used for the magne-
tospectroscopy measurements is indicated by the dashed lines Fig. 6
(note that the length of the dashed line does not correspond to the VT1

range used for magnetospectroscopy). We note that the measurements
presented in Figs. 1c, d, 3 and 6 were taken significantly later than the
measurement in Fig. 1b during which drifting of the voltages occurred,
thereby explaining the slight disagreement in the voltage position of the
ICTs between these measurements. Further, the presence of two peaks
and one valley in the majority of the ICTs and dot-to-reservoir transi-
tions is associated with our choice of rf probe frequency, f < f0 where f0 is
the natural frequency of the resonator. This choice results in an increase
in Δϕ whenever the dispersive shift produced by the device reduces the
resonance frequency of the resonator fr such as f = fr which typically
occurs for two two values of detuning symmetric with respect to zero
either in ICT or dot-to-reservoir transitions. For the experiments in the
main text, we select f ⪆ f0 which avoids the peak doubling effect on the
transition lines for all values of B.

Maximum phase shift of (5,10)–(6,9) ICT vs magnetic field
To further characterize the lack of PSB observed for the (5,10)-(6,9) ICT in
the magnetospectroscopy measurement of Figs. 1d, 3e, we extract the
maximum relative phase shift ϕmax=ϕ0, where ϕ0 is the largest phase shift
measured among the 16 ICTs inFig. 1(b), for eachB-field linetrace as seen in
Fig. 7. With the exception of a small decrease around B = 45mT, Fig. 7
shows that ϕmax=ϕ0 remains relatively constant from B = 0 to B = 0.9. As
explained in themain text, the constant phase shift rules outmagnetic-field-
dependent processes such as standard intradot valley-mediated-relaxation60

as the explanation for the lack of PSB.Wenote that the decreasedphase shift
around B = 45mT is also observed in magnetospectroscopy measurements

of all the other ICTs in Fig. 3. We attribute the decrease in phase shift to a
reduction of the resonatorQ-factor around 45mT. This deterioration of the
Q-factor is also observed in measurements of the reflected spectrum of the
resonator as a function of magnetic field during which the device is
grounded.

Extracting T3–T4 energy separation
As can be seen from Fig. 2, the D(6,9)–q(6,9) energy separation δ is given
by the splitting of levels T3 and T4. The magnitude of δmay be extracted
from the magnetospectroscopy measurement presented in Fig. 8 [same
data as shown in Figs. 1d, 3e] by extrapolating the sloped signal of the
D(5,10)–q(6,9) anti-crossing to B = 0 T and determining the voltage
separation of the extrapolated signal from the doublet anti-crossing signal
at B = 0 T. To extrapolate the signal of the D(5,10)–q(6,9) anti-crossing,
we extract the center of the phase shift peak for each line trace above
B > 0.2 T and linearly fit these points to obtain the solid red line in Fig. 8.
From the intersection of the linear fit withB = 0 T and the central position
of the phase shift signal at B = 0 T marked with a dotted red line in Fig. 8,
we find a voltage separation of ΔV = 23.63 μV, which entails
δ = αΔV = 0.789 ⋅ 23.63 μV = 18.65 μeV.

Fig. 7 | Maximum relative phase shift for each B-field linetrace of the magne-
tospectroscopymeasurement presented in Figs. 1d and 3e.The decrease in relative
phase shift around B = 45 mT is due to a decrease in the resonator Q-factor at this
magnetic field.
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Fig. 6 | Zoomed-in charge stability diagrams of the 16 ICTs in Fig. 1(b).
a–pMeasurement of the normalized phase shift Δϕnorm of the 16 ICTs visible in Fig.
1b. The numbers in parentheses indicate the electron occupancy of the DQD on

either side of the ICT and the dashed line indicates the VB1 used for the corre-
sponding magnetospectroscopy measurements in Fig. 3. The double peak shape of
the lines is a consequence of our choice of measurement frequency f.
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Resonator response for ICTs (6,9)–(7,8) and (5,10)–(6,9) at B = 0 T
To emphasize the features of the resonator response atB = 0 T shown in Fig.
2c, d,we perform the sameanalysis andLorentzianfitting as for Fig. 2e, f and
as is described in “Description of fitting procedures”. The fr and κ*/(2π)
values obtained for the fits are plotted in Fig. 9. From Fig. 9(a) it is imme-
diately clear that the resonance shifts up [down] for ICT (6,9)–(7,8)
[(5,10)–(6,9)], thus providing further evidence for the observationsmade in
the main text that tDD < hf0 and tDD0 > hf 0. From Fig. 9b, we note a sizeable
increase inκ* around ε = 0 indicating a large decoherence rates γDDand γDD0

for the (6,9)–(7,8) and (5,10)–(6,9) doublet transitions. This explains the
absence of vacuum Rabi-mode-splitting, which may otherwise have been
expected for the resonant regime of ICT (6,9)–(7,8) at B = 0 T. The large
γDD0 also complicates fitting the resonator response of ICT (5,10)–(6,9)
around ε = 0 to Eq. (3) and is therefore the reason for the lacking data points
around ε = 0 in Fig. 9.We note that tDD is smaller than tDq indicating that in
this device couplingbetween stateswith the same spin angularmomentumS
can be smaller than between states with different S.

Description of fitting procedures
For the analysis of the resonator response as a function of detuning ε, we use
the steady-statepower reflection coefficientdeveloped fromtheHeisenberg-
Langevin equations of motion in its complex Lorentzian form37

S11
�� �� ¼ 1� iκext=ð2πÞ

f � f r þ i
2 κ

�=ð2πÞ

����
����
2

ð3Þ

where κext/(2π) = 1.76MHz is the external photon decay rate, and where fr
as well as κ*/(2π) are defined in Eqs. (1) and (2) in the main text. To obtain
the values for fr and κ

*/(2π) plotted in Fig. 2g, h aswell as Fig. 9a, b below, we
fit each ε line trace of the data presented in Fig. 2c–f to Eq. (3).

Weuse the fr and κ
*/(2π) data atB = 0.4 Tplotted in Fig. 2g, h to extract

the coherent coupling rate g0, tunnel coupling tDq, anddecoherence rate γDq.
This is done by simultaneously fitting fr and κ

*/(2π) to Eqs. (1) and (2) in the
main text with shared fitting parameters g0, tDq, and γDq and using ortho-
gonal distance regression (ODR) that factors in the errors on both axis for
each dataset. The errors given for g0, tDq, and γDq in the main text are

obtained from the covariance matrix of the ODR fit and represent one
standard deviation.

Energy-level diagrams for all 16 ICTs at B = 0 T and B = 0.4 T
Figures 10, 11 sketch the single-particle andDQDenergy levels as a function
of detuning ε at B = 0 T and B = 0.4 T, respectively, for all 16 ICTs visible in
the charge stability diagram of Fig. 1b. The single-particle energy levels
shown in each panel of Figs. 10, 11 represent the six energy levels shown in
Fig. 4, which means that the two (three) lowest and fully-occupied energy
levels of QDT1 (QDB1) have been omitted for simplicity. The electrons
highlighted in red in the single-particle energy diagrams indicate which
electrons move QD when crossing an ICT, whereas the presence of a green
(red) arrow indicates the presence (lack) of spin-flip tunneling. The color of
the DQD energy levels indicate the multiplicity of the multi-particle spin
state it represents, and for simplicity, couplings between manifolds of dif-
ferent spin angular momentum are not included in the sketch. To
strengthen the link to the main text, the panels of Figs. 10, 11 are organized
such that theymatch the location of the ICTs in the charge stability diagram
as well as the panel labels of Fig. 3. This means that one electron is added to
QDT1 (QDB1)whenmoving one panel to the right (up). Onemaynote from
thefirst and second columnof panels in Figs. 10, 11, that the small splitting δ
is a defining feature which, for example, explains the presence of the low-
energy quadruplet states.

To assign the spin configurations that model the 16 different magne-
tospectroscopy maps, we first select the configuration in the single-particle
representation of the (5,8)–(6,7) transition [Fig. 10m]. The selection is
informed by the charge occupancy and the extracted excited state energy δ
yielding a doublet (quadruplet) ground (excited) state. Once this initial spin
configuration has been chosen, the rest of the panels follow a natural
sequence: the addition of one extra spin in the available state of lowest
energy. The only assumption that we make is that the strength of the
exchange energy is smaller that the energy level spacing. The assumption
results in electron spins pairing up before forming higher spin states at
B = 0 T. We note that if other initial spin configurations are set for the
(5,8)–(6,7) transition or, if we consider the other limit, exchange energy
larger than the energy level spacing, the data cannot be reproduced.

In the following, we split the energy diagrams into groups with similar
features and use them as a basis for explaining the corresponding magne-
tospectroscopy panels of Fig. 3:

Panels (c), (e), (f), (h), (k), (m), (n), and (p). As highlighted in themain text
and as seen in the case of Fig. 3c, e, f, h, k, m, n, p, the lack of PSB is most
abundant among the 16 ICTs. For panels (c), (h), (k), and (p), the phase
shift signal of the magnetospectroscopy slopes to one side already from
B > 0 T. This indicates that the signal at B = 0 T arises from the anti-
crossing of singlets [see Fig. 10c, (h), (k), and f], but that the singlet tunnel
coupling is small such that the signal at B > 0 T arises from incoherent
tunneling between the singlet and triplet states as indicated by the green
arrows in Fig. 11c, h, k, f.

Panels e and (m) are similar to panels (c), (h), (k), and (p), but involve
doublet and quadruplet spin states instead of singlets and triplets. Whereas
the singlets and triplets were degenerate in one charge configuration at
B = 0 T, theminimal energy difference between the doublet and quadruplet
is given by δ. The signal at B = 0 T from the doublet anti-crossing [see Fig.
10e and (m)] therefore persists for longer, and only when B≳ δ/
(gμB) = 0.16 T do the quadruplets start to intersect the doublets, resulting in
the characteristic sloped signal arising from incoherent tunneling.

Panels (f) and (n) start off similar to panels (c), (h), (k), and (p)with the
explanation for what happens in the low-field region of the magnetospec-
troscopy being the same. However, as seen in Fig. 10f and n, the maximal
separation of the triplets from the singlets is δ, whichmeans that the triplets
become the ground state for all ε when B≳ 0.16 T. The straight high-field
signal in Fig. 3n may therefore be attributed to the anti-crossing triplet
ground state [see Fig. 11n],whereas the lackof anyhigh-field signal in Fig. 3f
may be explained by the tunnel coupling of the anti-crossing triplet states

Fig. 9 | Resonator-double quantum dot interaction. a, b Resonance frequency fr
and effective linewidth κ* as a function of ε for ICTs (6,9)-(7,8) [red] and (5,10)-(6,9)
[green] at B = 0 T determined by Lorenzian fits to the data in Fig. 2c, d.

Fig. 8 | Measurement of the relative phase shift of the (5,10)–(6,9) ICT as a
function of magnetic field B. The dotted red line marks the central position of the
phase shift signal at B = 0 T, whereas the solid red line fits the sloped region for
B > 0.2 T and is extrapolated to B = 0 T.
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Fig. 10 | Energy spectra at B= 0 T. a–p Illustrative single-particle and DQD energy
levels as a function of detuning ε at B = 0 T for the charge states involved in the 16
ICTs present in the charge stability diagram of Fig. 1b. For simplicity, the single-
particle energy levels omit the two (three) lowest-lying energy levels of QDT1

(QDB1), such that the six energy levels shown are T3, T4, T5, B4, B5, B6 starting from
the bottom left. The red electron indicates the electron that moves QD as a function
of changes in ε.

Fig. 11 | Energy spectra at B = 0.4 T. a–p Illustrative single-particle and DQD
energy levels as a function of detuning ε at B = 0.4 T for the charge states involved in
the 16 ICTs present in the charge stability diagram of Fig. 1b. For simplicity, the
single-particle energy levels omit the two (three) lowest-lying energy levels of QDT1

(QDB1), such that the six energy levels shown are T3, T4, T5, B4, B5, B6 starting from

the bottom left. The red electron indicates the electron that moves QD as a function
of changes in detuning, and the green (red) arrows indicate (the lack of) spin-flip
tunneling. Note that the green arrows in (f, n) indicate spin-flip tunneling in the
singlet–triplet manifold, which happens only when B≲ δ/(gμB) = 0.16 T.
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being so small that the resonator probe drives diabatic Landau-Zener
transitions across the anti-crossing61.

Panels (b) and (j). Cases of clear PSB are found in panels (b) and (j),
which involve doublet and quadruplet states, and whose magnetospec-
troscopy matches previous observations of dispersively-detected
PSB24,40–43. Similar to panels (e) and (m), the low-field signal arises
from the doublet anti-crossing [see Fig. 10b, j]. In this case however, when
B≳ 0.16 T, PSB begin to manifest because spin-flip tunneling is pro-
hibited for energy level transitions T3–B5 and T3–B6 as shown with the
red arrows in Fig. 11b, j.

Panels (a) and (i). Panels (a) and (i) bear similarities with panels (f) and
(n) because the triplet anti-crossing also here becomes the ground state
already when B≳ 0.16 T, giving rise to the high-field signal [see Fig. 11a,
i]. At low fields, B < 0.16 T, the signal comes primarily from the singlet
anti-crossing. According to our model, PSB is expected from the energy
level transitions T3–B5 and T3–B6. However, in our experiment, the
tunnel coupling of both the singlet and triplet manifolds is large com-
pared to δ for panels (a) and (i) [this is the condition for which the PSB
readout window is rendered inefficient], and hence the singlet and triplet
signal regions overlap where PSB should have been observed24. We
therefore classify these two panels as cases of partial PSB.

Panels (d), (g), (l), and (o). Finally, panels (d), (g), (l), and (o) represent
simple cases of odd-parity transitions40 where the anti-crossing of just
one spin manifold, the doublet, is the ground state for the entire range of
magnetic fields studied. The lack of any higher spin manifolds indicates
that the energy level separation between levels T4 and T5 as well as the
separation between levels in QDB1 greater than gμB ⋅ 0.9 T ≈ 100 μeV, i.e.,
substantially larger than δ.

Magnetospectroscopy simulations for all 16 ICTs
To support the explanations of the observedmagnetospectroscopyprovided
in “Energy-level diagrams for all 16 ICTs at B = 0 T and B = 0.4 T”, we

qualitatively simulate the resonator response as a function of magnetic field
for the energy spectra in Figs. 10, 11. We use the semi-classical
approximation33 where the effect of the quantum system on a classical
resonator is expressed in terms of the parametric capacitance

Cpm ¼ ðeαÞ2 ∂hn2i
∂ε

ð4Þ

where e is the electron charge, α is the interdot lever arm, 〈n2〉 is the
occupation probability of the QD connected to the resonator. We further
consider the small signal regimewhere thephase response of the resonator is
directly proportional to the change in parametric capacitance, ϕ∝ΔCpm.
TheQDoccupationprobability canbe expanded in termsof thepolarization
and occupation probabilities of each individual eigenstate, hn2ii and Pi
respectively

hn2i ¼
X
i

hn2iiPi: ð5Þ

In this case, the parametric capacitance can be expanded in terms of its two
principal constituents, the quantum capacitance and tunneling
capacitance33,62:

Cpm ¼ ðeαÞ2
X
i

∂hn2ii
∂ε

Pi|fflfflfflffl{zfflfflfflffl}
quantum

þhn2ii
∂Pi
∂ε|fflfflfflffl{zfflfflfflffl}

tunnelling

: ð6Þ

Finally, to perform the simulationswe consider the general expression of the
polarizations:

hn2ii ¼
1
2

1þ 2
∂Ei

∂ε

� �
: ð7Þ

To produce the simulations, the parameters that are needed are the
couplings between eigenenergies in the same spin branch ti, the energy
splittings at large absolute detuning δi and the temperature T. In each
panel, we either use the slow relaxation regime, where only quantum
capacitance manifests, or the fast relaxation regime, where both quantum
and tunneling capacitance contribute to the total parametric
capacitance33. The latter implies that we are simulating fast decoherence
via relaxation andhencewe use the thermal probabilitiesPi ¼ Pth

i . Table 1
summarises the parameters used to simulate each of the 16 energy spectra.
Columns two and three list the tunnel couplings in μeV between the spin
manifolds present in the energy spectrum at the given charge occupation
(see “Energy-level diagrams for all 16 ICTs at B = 0 T and B = 0.4 T”),
whereas columns four and five list the energy splittings in μeV at large
negative (positive) detuning δN (δP). Note that values of δN = δP > 120 μeV
simply indicate that the splitting is larger than 120 μeV and hence renders
the high-spin anti-crossing unobservable within the measured and
simulated range of magnetic fields. Finally, the last column denotes the
relaxation regime simulated, i.e., whether tunneling capacitance is
included or not. We use a temperature of T = 80mK for all simulations
and δN(P) = 18 μeV for all splittings that correspond to the T3–T4

separation δ.
Based on the proportionalityϕ∝ΔCpm,we use Eqs. (6) and (7) and the

parameters in Table 1 to qualitatively simulate the normalized phase shift
ϕnorm and magnetospectra for the energy spectra sketched in Figs. 10, 11.
The simulation results are shown inFig. 12. For the simulationof Fig. 12f,we
introduce a suppression of the phase shift signal for B > 0.2 T to account for
Landau-Zener transitions which cause the change in QD occupation
probability to approach zero. Overall, the simulations represent the mea-
sured magnetospectra in Fig. 3 well.

Table 1 | Parameters used to perform qualitative magnetos-
pectroscopy simulations shown in Fig. 12 for the energy levels
shown in Figs. 10 and 11

Panel 2tS or
2tD (μeV)

2tT or
2tq (μeV)

δN (μeV) δP (μeV) Relaxation
regime

a 20 20 0 18 Slow

b 15 20 18 >120 Slow

c 10 20 0 >120 Fast

d 20 20 >120 >120 Fast

e 20 20 >120 18 Fast

f 10 3 18 0 Fast

g 20 20 >120 >120 Fast

h 10 20 >120 0 Fast

i 20 20 0 18 Slow

j 7 20 18 >120 Slow

k 10 20 0 >120 Fast

l 20 20 >120 >120 Fast

m 20 20 >120 18 Fast

n 10 20 18 0 Fast

o 20 20 >120 >120 Fast

p 10 20 >120 0 Fast

Columns two through five list the magnitude of the needed energy spectrum parameters, and the
last column indicates whether the simulations consider the slow or fast relaxation regime. All
simulations use T = 80mK.

https://doi.org/10.1038/s41534-024-00820-1 Article

npj Quantum Information |           (2024) 10:28 9



Data availability
The data that support the findings of this study are available from the
corresponding author on a reasonable request.

Code availability
The code developed to simulate the magnetospectroscopy data is available
from the corresponding author on a reasonable request.
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