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Abstract
We examined the short-term variability, by daily to weekly sampling, of protist assemblages from March to July in surface
water of the San Pedro Ocean Time-series station (eastern North Pacific), by V4 Illumina sequencing of the 18S rRNA gene.
The sampling period encompassed a spring bloom followed by progression to summer conditions. Several protistan taxa
displayed sharp increases and declines, with whole community Bray–Curtis dissimilarities of adjacent days being 66% in
March and 40% in May. High initial abundance of parasitic Cercozoa Cryothecomonas longipes and Protaspis grandis
coincided with a precipitous decline of blooming Pseudo-nitzschia diatoms, possibly suggesting their massive infection by
these parasites; these cercozoans were hardly detectable afterwards. Canonical correspondence analysis indicated a limited
predictability of community variability from environmental factors. This indicates that other factors are relevant in
explaining changes in protist community composition at short temporal scales, such as interspecific relationships, stochastic
processes, mixing with adjacent water, or advection of patches with different protist communities. Association network
analysis revealed that interactions between the many parasitic OTUs and other taxa were overwhelmingly positive and
suggest that although sometimes parasites may cause a crash of host populations, they may often follow their hosts and do
not regularly cause enough mortality to potentially create negative correlations at the daily to weekly time scales we studied.

Introduction

Through their potentially rapid turnover (from hours to
days) and metabolic versatility, microbial model systems
consisting of prokaryotes and/or protists can be used to
address ecological questions over multiple temporal scales
and to explore community-level responses to different
driving forces. Whole microbial communities can now be
readily studied because the “molecular revolution” in
microbial biodiversity research has been expanded from
bacteria and archaea [1] to eukaryotes [2], improving our
understanding of ecological microbial systems [3, 4]. In
particular, time series of aquatic microbial communities

have yielded key insights into the drivers of microbial
dynamics in aquatic systems [5–9]. Microbial ecologists
have learned that despite the obvious importance of envir-
onmental variation, such as temperature, nutrient supply,
and physical mixing, that galvanize microbial communities
and determine their general composition, a complex net-
work of interrelationships (i.e., cooperation, competition,
mutual dependency, predator–prey, etc.) is often itself an
important regulating force of microbial communities in
aquatic systems [3]. Moreover, the above cited studies have
shown that microbial communities are both dynamic and
resilient, leading to predictable changes in their composition
at different scales: daily, seasonally, and inter-annually [3].

Marine microbial eukaryotes, or protists, are being
increasingly recognized as critically important in global
ecological processes and biogeochemical cycles [10–12].
Marine phytoplankton provide about half of global marine
primary productivity, and a significant fraction of particu-
late material produced by them is exported to the deep sea
by the “biological carbon pump,” providing an important
contribution to global carbon sequestration [11]. Protists,
including many “mixotrophic” eukaryotes, act as grazers of
bacteria and other protists, providing essential links in the
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marine food web while remineralizing nutrients [13]. Fur-
thermore, the discovery of multiple lineages of parasitic
protists in marine planktonic communities [14–16] has
raised interest regarding the roles of these abundant and
diverse organisms in aquatic trophic interactions [17, 18].
The high diversity in marine protists highlights the necessity
to identify the mechanisms by which this diversity is
established, maintained, and modified [19].

The extensive microbial and oceanographic data at the
San Pedro Ocean Time-series (SPOT) station has provided
valuable insights about the monthly-to-interannual dynam-
ics in protistan community composition, as well as their
vertical structure (i.e., with depth) [8, 20–22]. However,
understanding the dynamics of protists requires studying the
community at all ecologically relevant timescales. The
monthly timescales used in the above studies can miss
interesting ecological processes or species–species interac-
tions more evident over shorter time scales (i.e., days),
because the generation time of some protists may be less
than a day [23]. The few studies that examined the short
time scale dynamics of protists have shown rapid shifts in
community composition (1–3 weeks) in estuarine environ-
ments [24], lacustrine systems [25], and through incubation
experiments [26], suggesting a continuous reassembly of
protist communities. These results open new fundamental
questions about protist behavior over time. Lie et al. [27]
used 18S rRNA sequence-based fingerprinting to study
daily and several km-scale variations in protists surrounding
the SPOT location over several days, reporting that differ-
ences in the community composition between days tended
to be greater than those over the space of a few kilo-
meters [27]. More recently, our lab reported a rapid shift of
bacteria, archaea, and phytoplankton community dynamics,
following the same spring bloom in this study, by daily to
weekly sampling [28]. This study noted particularly rapid
changes in phytoplankton composition in March, char-
acterized by the dominance of 10 different taxa over
18 days. However, Needham & Fuhrman’s study did not
address heterotrophic protists that can be important agents
in regulating these planktonic communities.

Here, we extend the work of Needham & Fuhrman [28],
analyzing the same DNA samples, but now focusing on the
entire protist community by V4 18S rRNA gene tag
sequencing. Our survey, which focused on the ocean sur-
face waters, included the end of a diatom bloom and the
transition to more stable summer conditions at SPOT.
Because we sampled a single location at an open ocean site,
changes reflect within-community processes as well as
import/export though advection and mixing, plus stochastic
variation. Here we address the following questions: how
variable and dynamic is the protist community on time
scales from days to months? How do particular OTUs
contribute to the protistan community temporal variation on

scales of days to months? What is the influence of envir-
onmental factors? And finally, what kind of species–species
relationships characterize protist community associations
over time, including parasite–host interactions?

Materials and methods

Sample collection

Sampling occurred approximately daily from March 12 to
April 1 and May 22-27, and otherwise weekly through July,
in 2011. A volume of 20 L of seawater from the top meter
(0–2 m) was sampled at the San Pedro Ocean Time-series
location (SPOT: Lat: 33°33′ N, Long: 118°24′ W) by
multiple bucket casts. Water samples were stored in a cooler
until arrival (30 min) at the Wrigley Institute of Environ-
mental Science (Catalina Island, CA, USA), where filtering
began immediately. Some samples (March 15, April 29,
May 24, June 22, and July 20) were collected during SPOT
monthly cruises (by Niskin bottles in a rosette). Seawater
was filtered through 80 µm mesh and 47 mm Type A/E
glass fiber filters (~1.0 µm pore), and stored at −80°C until
extraction. Several environmental parameters were analyzed
(details in supplemental material).

Protist community composition

We assessed protist community composition (PCC) by
targeting the V4 region of the 18S rRNA gene and using
Illumina Miseq 2 x 300bp paired-end sequencing. DNA was
extracted from the A/E filter with a NaCl/CTAB extraction
[28]. We used the “universal” eukaryote forward primer
V4F (5′-CCA GCA SCY GCG GTA ATT CC-3′) [29] and
modified reverse primer V4RB (5′-ACT TTC GTT CTT
GAT YRR-3′) [30] that greatly increased detection of some
groups, especially Haptophyta, compared to the original
V4R Stoeck primer (Table S1, Figure S1). The protocol for
the library preparation is fully described in supplemental
material.

Forward and reverse reads were merged using PAN-
DAseq [31]. When mismatches occur in the overlapping
region, the base with the higher quality score was chosen.
Merged sequences with quality score value <0.9 were dis-
carded [31]. Using QIIME (version 1.9.0), sequences
showing one or more nucleotide mismatches in primers and/
or barcodes with homopolymers higher than six were
removed. Barcodes and primer sequences were trimmed.
Singletons and chimeric sequences were removed using
UCHIME [32] by both de novo and reference database.
Sequences were clustered de novo at 98% ID with
UCLUST [32] and the most abundant sequence of each
Operational Taxonomic Unit (OTU) was classified with
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UCLUST with both SILVA database release 111 [33] and
Protist Ribosomal Database [34]. These databases contain
the most up to date eukaryote taxonomic classification and
they place protist SSU rRNA gene sequences within a
coherent ranked taxonomic framework. OTUs of metazoans
or of taxa appearing in less than three samples were
removed. This resulted in a total of 4259 OTUs across all
samples. Only samples with >10 000 sequences were fur-
ther analyzed (10,248–161,365 sequences per sample).
Samples were normalized by calculating relative abundance
for each OTU (i.e., proportion of all sequences in a sample).

Data Analysis

Temporal dynamics were visualized (bubble chart) with
‘bubble.pl.program’ (http://www.cmde.science.ubc.ca/halla
m/bubble.php). Hierarchical agglomerative clustering of
Bray–Curtis similarities was performed on the 300 most
abundant protist OTUs (i.e., with most reads) (Table S2),
using the group average method in PRIMER (version
6.1.18). To test the null hypothesis that there was no sig-
nificant difference between the groups discriminated
according to the agglomerative clustering analysis, simila-
rities were analyzed with ANOSIM [35] in PRIMER
(6.1.13). Similarity percentage (SIMPER) analysis was used
to determine which taxa were important in describing dif-
ferences between discriminated groups [35]. Rate of change
parameter [36] was applied to monitor daily changes of
PCC, averaging the degree of change (i.e., Bay–Curtis dis-
similarity index) between two consecutive sampling days.

To investigate the relationships between PCC and mea-
sured environmental variables (i.e., compilation of pure
bottom-up (inorganic nutrients) and other physicochemical
variables), Canonical Correspondence Analysis (CCA) was
performed using XLSTAT-ADA software (details in sup-
plemental material).

Extended Local Similarity Analysis (eLSA) [37] was
used for the full time series to analyze covariation between
the 300 most abundant protist OTUs (Table S2). P-values
were estimated using the “mixed” approach [38]. Q-value
(false discovery rate) was calculated to estimate the like-
lihood of false positives. eLSA network of delay-shifted
Spearman Correlation Cofficents (SSCC) between variables
was visualized using Cytoscape v2.8.2 [39], with P < 0.01
and Q < 0.05. Because the sampling was not evenly spaced,
time-lags were not considered. Network characterization
(structural cohesion and robustness) were evaluated using
different topological indexes: degree, betweenness cen-
trality and closeness centrality (details in supplementary
material). The module detection (i.e., clusters of taxa that
interact more among themselves than with other taxa
compared to a random association) was performed using
AllegroMCODE [40].

Results

Environmental parameters

Seawater temperature increased gradually during the stu-
died period, from 12°C–13°C in March to 21°C in July.
Salinity ranged between 30.1 (March 16) and 33.6 (May 25)
(Figure S2). Chlorophyll a was highest at the beginning of
the study (10.30 µg L−1 on March 12, perhaps declining
from a peak before the start of the study) and then had a
smaller peak a few days later (6.95 µg L−1 on March 16).
March samples displayed the highest chlorophyll a con-
centrations (between 1 µg L−1 and 10 µg L−1) and dropped
to values lower than 1 µg L−1 for the rest of the sampling
period (between 0.15 µg L−1 and 0.9 µg L−1) (Fig. 1 and
S2). Both NO3

−+NO2
− (>2 µM with a peak of 4.5 µM)

and PO4
3− (>0.30 µM with peak of 0.48 µM) were elevated

from March 22 to March 25 (Figure S2). SiO3
2−

fluctuated
between <1 µM (detection limit) and 3.4 µM.

OTUs dynamics

The most abundant OTUs (any that exceeded 2% of the
total on a given day) belonged mainly to the Protalveolata
(17 OTUs), Haptophyta (11 OTUs), and Dinoflagellata (9
OTUs) groups, as well as Diatomea and Rhizaria (Fig. 1,
Table S3). The plurality (42%) of these OTUs were inter-
mittent (present on 25–75% of sampling dates). Ephemeral
(present <25% of dates) and persistent (present >75% of
dates) OTUs constituted 28% and 30% of these selected
OTUs, respectively.

Five taxa (Cryothecomonas longipes, Protaspis grandis,
Scrippsiella trochoidea, Gymnodinium dorsalisulcum,Lin-
gulodinium polyedrum) displayed remarkably strong
dynamics early in the study, along with Pseudo-nitzschia
sp. which was the most abundant phytoplankter the first
day, when chlorophyll a was highest (Fig. 1). During the
first four days of sampling (March 12-16), the very high
abundance of two cercozoan taxa (C. longipes, P. grandis)
was interrupted, in relative abundance, on March 15 by high
abundance of three dinoflagellates taxa (S. trochoidea, G.
dorsalisulcum, L. polyedrum). When abundant, these cer-
cozoa taxa represented between 16% and 58% of the total
community sequence counts, and then were hardly detect-
able for the rest of study (Fig. 1). After this period and until
the end of March-early April, there were significant changes
in autotrophic taxa like Prorocentrum rhathymum, Chae-
toceros sp., Chrysochromulina simplex, Phaeocystis jahnii,
Phaeocystis globosa, and Ostreococcus lucimarinus often
with short-lived (and sometimes repeating) bursts in their
relative abundances (Fig. 1). Prymnesium kappa reached
26.8% of the total community sequences on May 17
(Fig. 1). The dynamics of Syndiniales OTUs was complex,
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with no clear intragroup succession pattern, and multiple
individual OTUs peaked in abundance starting from March
25 (reaching a relative abundance between 4% and 16%).
Some Syndiniales OTUs, however, displayed interesting
patterns, like Amoebophrya sp. (both OTU #13 and OTU
#2453), becoming abundant later in the sampling period
when temperature was ≥18°C (Fig. 1 and S2).

PCC variability over short (daily–weekly) time scales

UPGMA clustering showed five distinct groups split sig-
nificantly, at only 20% Bray–Curtis similarity index, indi-
cating rapid and pronounced separation in PCC over time
(Fig. 2). Cluster I, dominated by Protalveolata (37%,
represented only by Syndiniales), Haptophyta (24%), and

Fig. 1 Time series dot plot showing the most abundant eukaryote OTUs, each displaying a relative abundance ≥2% in at least one sample. Note
uneven sampling intervals, and symbols along the top showing community clustering (Fig. 2). Letters between quotation marks correspond to
inferred trophic properties of selected OTUs based on closest known relatives: A autotroph, H heterotroph, P parasite, C with chloroplast (relatives
include mixotrophs), U unassigned. The area in gray color corresponds to the temporal dynamics of chlorophyll a concentration during the studied
period. To show the relative differences in sequence abundance for the displayed OTUs, the circle size is on a 0-1 scale representing proportions.
SG stands for “Syndiniales Group”
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Dinoflagellata (19%) (Fig. 2) included samples from March
28 to April, also June and July. Cluster II was dominated by
both Haptophyta and Protalveoalata at, cumulatively, 71%
and included mainly samples from May but also March
(25–27). The last three clusters (i.e., III, VI, and V) occurred
exclusively in March samples (Fig. 2). Clusters III and V
were very highly represented by Cercozoa (69%) and
Dinoflagellata (92%), respectively (Fig. 2). The PCC
exhibited a total of 10 shifts from one cluster to another.
Most of these shifts (6 of 10) occurred during the March
daily sampling and each appeared to last 1–3 days (Fig. 2),
making this period the most dynamic for the PCC. Viewed
in terms of the dominant taxa, there were 10 different such
taxa from March 12 to April 1, during which dominance
changed 12 times. In terms of Bray–Curtis distances, the
mean rate change of the PCC was 66% (SD ± 20) per day in
March, compared to 40% (SD ± 7) per day in May
(Table S4). The weekly mean rate (for the study as a whole)
was between 50% (April–June) and 57% (July).

SIMPER analysis assessed the average percent con-
tribution of individual OTUs to the dissimilarity between
the five identified clusters (Table S5). On average, 12 OTUs
(SD ± 2, n= 7) were identified as major contributors to
differences between the detected clusters (between 60% and
89% of the dissimilarity between clusters III, V, and other
discriminated clusters (I, II, and IV)) (Table S5). Overall,
each OTU contributed to at least 1% of the dissimilarity
between clusters. C. longipes and P. grandis drove, toge-
ther, between 30% and 46% of disparity between cluster III
and the other clusters, and dinoflagellates G. dorsalisulcum,
L. polyedrum, and Scrippsiella sp. led to around 41% of the
observed dissimilarity between clusters. Between 60% and

70% of the dissimilarity between cluster I and II was driven
by more than 41 OTUs, belonging mainly to Haptophyta
and Syndiniales (Table S5).

PCC in relation to environmental variables

The relative importance of physicochemical parameters in
shaping PCC over time was analyzed through a direct
multivariate gradient approach. A strong Spearman’s rank
pairwise correlation between NO3

−+NO2
− and PO4

3−

(R2= 0.84, p < 0.001) allowed us to use PO4
3− as a surro-

gate of NO3
−+NO2

− to avoid overestimation of the per-
centage of explained variance. By CCA analysis, 31.04% of
the variance of the PCC was explained by physicochemical
factors (Table S6; Fig. 3). The first and second canonical
axes accounted for 30.29% and 18.51% of this variance
(Table S6; Fig. 3). CCA showed that almost 69% of the
variance was unexplained by the model (Table S6).

Variation partitioning gave more detail about the relative
contribution of physical and chemical factors respectively to
the observed changes in PCC. A model utilizing only PO4

3−,
SiO3

2−, and pH could explain 13.52% of the variance
(Table S6). Another model examining PO4

3− and SiO3
2−

could statistically explain 11.29% of the variance (Table S6).
The model considering only the physical variables could not
significantly explain the PCC variance (p > 0.1).

Protist network

The protist network exhibited a short path length (3.7) and a
power law distribution of node degree distribution
(Table S7 and Figure S3), which indicates that most nodes

Fig. 2 Protist communities
clustered into five broad
community types, at >20%
Bray–Curtis similarity.
Dendrogram from UPGMA
clustering of Bray–Curtis
dissimilarity based on the 300
most abundant OTUs. *
duplicate DNA extract. Pie chart
plots indicate high-ranking
taxonomy distribution of the
clustered protist community
groups. The classification is
based on Adl et al. [83]
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can be reached from every other node by a small number of
steps. A total of 98% of the correlations established in the
network were positive (SSCC ≥ 0.6) between protist OTUs.
The highest connections (SSCC ≥ 0.8) were more so within
a phylum than between phyla (Figure S4). The most
dynamic OTUs (C. longipes, P. grandis, G. dorsalisulcum,
L. polyedrum, and Scrippsiella sp.) either were not part of
the network or displayed low structural network properties
(i.e., low degree, low betweenness centrality, and low clo-
seness central) (Table S3), which suggests they did not
contribute significantly to overall network cohesion, during
the spring–summer period.

There were two large non-overlapping sub-networks
(Fig. 4). Globally, Syndiniales, Haptophyta, and Dino-
flagellata dominated in term of number of nodes
(74, 55, and 30 respectively) and number of edges
(434, 482, and 159, respectively), however they are
unevenly distributed between the two sub-networks. Both
sub-networks exhibited modular organization (i.e., strong
within-group inter-correlations), with a total of 16 modules
(Figures S5 and S6; Table S8). Most modules consisted of
3− to 6-node subgraphs and only three modules displayed
more than seven nodes. Different members of protist
groups, functionally diverse, were dispersed broadly in the
different modules.

Discussion

Copy numbers and variations of rDNA sequences within
individuals of single celled protists may be important for

interpreting the rDNA-based surveys. While some eukar-
yotic organisms have intragenomic variability ([41] and
references therein) that could potentially overestimate
diversity from 18S surveys, we minimized such effects on
our analyses. First, we did not make a point of defining or
comparing diversity, per se. Second, according to Gong
et al. [41] intergenomic variability reflects extremely small
changes in sequences (generally <1% variation). Thus, our
use of 98% OTUs should essentially avoid this problem.
Variation in 18S rRNA gene copy number per cell (up to
four orders of magnitude among eukaryotes) [42] limits the
quantitative value of the 18S rRNA gene barcoding
approach for direct comparison of relative abundance
between specific different taxa, despite general correlations
reported between 18S rRNA gene copy number and gen-
ome size in eukaryotes [19, 42] or cell length and biovo-
lume in unicellular organisms [43, 44]. Most of our
comparisons here—and quite notably the network analysis
—depend on comparing abundance within a taxon (e.g.,
rank abundances over time), so they are much less influ-
enced by 18S rRNA gene copy number [6, 22]. Never-
theless, our analyses are based primarily on relative
abundance data; because cumulative protistan absolute
abundance can sometimes vary greatly and our data repre-
sent relative proportions, the relative abundance of any
given taxon can be influenced by major swings in the
cumulative absolute abundances of other taxa.

Temporal scales of PCC

We report that the whole protist community displays fast
dynamics, with several protistan taxa displaying rapid
increases and declines (Fig. 1). Most previous investigations
of protist temporal dynamics were mainly at monthly time
scales [8, 20, 45–47], and seasonality has been reported
with shifts in protist community occurring over a few
months. Two studies [25, 27] have analyzed the daily
temporal variability of protists, and both also reported sig-
nificant changes between consecutive days, with estimated
mean daily rate changes of protist community close to those
obtained in our study (i.e., between 36% and 66%).

The daily shift of the PCC was more pronounced in
March than in May (Fig. 2). Satellite imagery of chlorophyll
a measurements made at SPOT (more detail in [28]) indi-
cated our sampling started at the end of a strong phyto-
plankton bloom (peaking from March 6 to March 13 with
mean chlorophyll a concentration >10 mgm−3) which
seemed to have a dramatic impact on PCC during March.
The high values of NO3

−+NO2
− (mean 1.19 µM ± 1.57,

n= 15) and PO4
3− (mean 0.23 µM ± 0.13, n= 15) in March

sampling (Figure S2), coinciding with seasonally increasing
stratification and increases in day length, likely triggered the
initial phytoplankton bloom.

Fig. 3 Canonical correspondence analysis of protist community com-
position and physicochemical parameters. Temp: Temperature (°C),
PO4

3−: Orthophosphate (uM), SiO3
2−: Silicate, DPD: dominant wave

period (s), MWD: direction from which DPD is coming (degree),
MVHT: significant wave height (m), APD: average wave period
(seconds), WPS: Wrigley precipitation sum (cm), WSPD: Wrigley
(station) wind speed average (km hr−1). Wrigley refers to the weather
station at Wrigley Marine Science Center on Santa Catalina Island
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Dense and growing bloom populations may be particu-
larly susceptible to parasites [48–50]. Our data suggest
cercozoan Protaspis and Cryothecomonas may be largely
responsible for the rapid decline in the initial diatom
bloom (see below) with replacement by other dominant
phytoplankton (e.g., Chaetoceros sp.; Guinardia striata;
Leptocylindrus convexus; Ostreococcus lucimarinus;
Prorocentrum rhathymum), which themselves may also
frequently be infected by parasites such as Syndiniales that
we found were highly diverse and dynamic (Fig. 1). Thus,
our results suggest that the post-bloom period (i.e., a few
weeks after the bloom) is a strong dynamic phase for protist
communities as it is for bacterial communities [28], with
substantial parasitism contributing to rapid turnover of the
PCC.

Parasitic protists

Among all potentially parasitic groups identified in
our study (including Fungi, Labyrinthulomycetes,

Apicomplexa, and parasitic Cercozoa), Syndiniales domi-
nated in terms of sequence number and diversity. This
marine group represented close to 40% of sequences
obtained from our samples during the summer period. The
considerable abundance and diversity of Syndiniales has
previously been reported in coastal systems [45, 51] as well
as in the open ocean [19]; however, their temporal dynamics
are still poorly explored. Our analysis showed continual
strong dynamics of Syndiniales with oscillations between
low density and recovery of several OTUs, throughout the
spring–summer period. This could lead to a persistent
replacement of dominant hosts and parasites due to their
differential susceptibility vs. infectivity. In host-parasite
systems, dominant host types are expected to be eventually
replaced by other hosts due to the elevated potency of their
specific parasites, leading to changes in the abundance of
both hosts and parasites exhibiting cycles of alternating
dominance [52]. However, Guillou et al. [18] have reported
that parasites within the Syndiniales are generalists and
opportunists with capacity to infect very different marine

Fig. 4 Association networks derived from the 300 most abundant
protists and showing only statistically significant correlations between
OTUs (Spearman correlation ≥│0.6│; p < 0.01; false discovery
q < 0.05). Sub-network (a) included a total of 103 unique nodes and
348 edges (correlations) among nodes, and Sub-structural network (b)

included a total of 125 unique nodes and 643 edges. Node sizes cor-
respond to the number of neighbors (i.e., degree). Nodes colors and
shapes correspond to main protist groups and their ecological beha-
vior, respectively. Solid lines represent positive correlations and
dashed lines, negative correlations

Short-term dynamics and interactions of marine protist communities during the spring–summer. . . 1913



hosts, from many trophic levels. This should thus lead to
moderate dynamics for dominant parasitic Syndiniales,
which we observed for some taxa much more than others
(Fig. 1). Interestingly, by using a tritrophic configuration
model (i.e., incorporation of a parasite grazer in host-
parasite model), [53] demonstrated that parasite grazers lead
to short-term oscillation of Amoebophrya, and thus enabled
hosts-parasite coexistence. They also pointed out that other
interactions such as host grazing [54] or parasite competi-
tion [55, 56] may also contribute to the observed parasitic
oscillations in natural systems.

As mentioned above, we observed a marked abundance
of parasitic Cercozoa (Cryothecomonas longipes and Pro-
tapsis grandis) at the beginning of the sampling period
(Fig. 1), coinciding with the crash of the initial Pseudo-
nitzschia diatom bloom [28]. Generally, the literature has
reported co-occurrence of Cercozoa mainly with diatoms in
aquatic systems [51, 57]. As is typical worldwide, diatoms
are initially dominant in early spring blooms at SPOT with
Pseudo-nitzschia australis usually constituting a significant
portion of the total diatom assemblage [20, 58]. Although
we are unaware of previous studies of parasitic Cercozoa
infections of Pseudo-nitzschia in particular, the infection of
diatoms by C. longipes has been reported [59, 60] and, in
contrast to C. aestivalis which seems to infect specifically
Guinardia striata [49], C. longipes parasitizes a large
diatom host spectrum [59]. Among the 18 diatoms strains
used in their study, 77% of them were infected by C.
longipes. Thus, infection of Pseudo-nitzschia by parasitic
Cercozoa was probably a key factor in their decline, and
should be considered in studies of this harmful algal bloom
organism.

Implications regarding bottom-up controls and
possibly transport

Physicochemical variables explained only 31% of the PCC
variation, suggesting limited short-term predictability of
community variability by environmental factors at SPOT.
Other studies have also reported similar findings [27, 45,
46, 61]. Among environmental parameters, temperature and
nutrients seemed to be the major factors driving the short-
term variability of PCC. Temperature is a fundamental
determinant of physiological rates and maximal growth
rates of autotrophic protists [62, 63] as well as heterotrophic
ones [64–66]. Parasitic Syndiniales are also sensitive to
temperature. In fact, some studies have shown disruptions
in the efficiency of Amoebophrya infectivity below certain
temperatures [67–69], which could explain why some
Amoebophrya sp. (both OTU #13 and OTU #2453) became
abundant later in the sampling period where temperature
was ≥18°C. Nevertheless, because temperature determines
stratification, and light and nutrients co-vary with

stratification, few PCC changes can be ascribed to tem-
perature alone.

Because 69% of variance was unexplained by physico-
chemical factors, other factors are relevant in explaining
changes in PCC. Our study tracks the dynamics of protist
community at a fixed geographic site and depth (near-sur-
face). Changes in PCC result from responses to changing
environmental conditions and interactions among the var-
ious organisms [3, 45, 46], but also potentially the advec-
tion of patches with different PCC, and mixing with
adjacent water. Some of these may be considered neutral
processes (i.e., random effects including dispersal); and it
has been noted previously that ocean currents and mixing
with adjacent water, as well as stochastic processes, could
generate some variation [3, 70, 71]. This needs to be kept in
mind when interpreting the data. For example, we already
noted that on March 15 an increase of three dinoflagellates
OTUs (S. trochoidea, G. dorsalisulcum, L. polyedrum) led
them to dominate the PCC that day, but PCC was remark-
ably different from the days before and after. This could
represent a localized patchy dinoflagellate bloom which
could have been advected past the sample site by currents
and/or temporarily concentrated at the surface by their own
vertical migration [72–74], thus causing an abrupt and
punctual shift in the PCC at the sampling site. Note that
while currents and mixing prevent the certainty of tracking
the same organisms over time (e.g., to estimate net growth
rates, which we did not do), we can still interpret co-
occurrence of organisms and clustering of communities,
which would be appropriate even if samples came from
different locations, Note also that Lie et al. [27] examined
spatial (several km scale) and temporal (daily) variation of
protists at this same sample site in May of this study, and
found that temporal (daily) changes were significantly lar-
ger than spatial ones, suggesting internal community
changes were dominant over advective ones when they
were examined.

Protist community network

Network analysis revealed that the protist community is
organized into modules (groups of inter-correlated taxa) of
varying size (Figures S5, S6). Modular organization is
ubiquitous in microbial systems [6, 22, 75–77] and prob-
ably reflects temporal niche arrangement and differentiation
between protist taxa. Some of the identified modules dis-
played high and dense interconnectivity (Figures S5, S6),
constituting focal points for the whole protist community
interactions, and suggesting that different protist modules
could be functionally linked at SPOT. In most cases,
members of these modules included taxa from all trophic
positions (i.e., phototrophs, mixotrophs, heterotrophs, and
parasites) and diverse taxonomic groups (Figures S6),
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suggesting that complex parameters (resource competition,
metabolic yield, and growth rate) may take part in protist
module formation [78].

Taxa with positive associations have been interpreted as
functional guilds of organisms performing similar or com-
plementary functions [79, 80] or feature interactions shaped
by interspecies cross-feeding [81], although sometimes they
may, to a large extent, reflect similar preferred conditions.
Analogously, negative associations have been suggested to
reflect interactions including competition, niche partition-
ing, and grazing [80, 81]. Our observed interactions,
including those between parasitic OTUs (i.e., Syndiniales or
Chytrids) and other taxa, were overwhelmingly positive
(Fig. 4), and suggest parasites are following their hosts, but
not causing enough mortality to create negative correlations
at the daily to weekly time scales we studied. Interestingly,
the same tendency has been reported by Chow et al. [79],
when they analyzed the monthly virus–bacteria network at
SPOT. Hosts and parasites exert reciprocal selective pres-
sures on each other, which may lead to rapid reciprocal
adaptation. The strong positive interactions highlighted over
the studied period (daily to weekly) between marine para-
sites and their hosts suggests that their coevolution (known
as Red Queen dynamics, [51]) might be observed on small
time scales in marine systems and may thus serve as a
counter-example to the common notion that evolution can
only be detected across extended time.

Several haptophyte OTUs exhibited more edges between
them than with any other protist groups (Fig. 4), suggesting
similarity in their ecological properties. Interestingly, Koid
et al. [82] showed that even if haptophytes share a set of
core genes for the essential metabolic and cellular pathways,
there are differences in secondary pathways, such as vita-
min biosynthesis potential. Thus, the high connectivity
displayed by some haptophytes may reflect reduced meta-
bolic capabilities and auxotrophy for some metabolites;
which could promote dependencies with other haptophyte
taxa that provide the needed biosynthesis products.

In summary, our study shows the value of frequent
sampling to evaluate community responses and microbial
interactions among protists, reinforcing recent ideas about
rapid dynamics and the importance of parasites.
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