
REVIEW ARTICLE OPEN

Cybermaterials: materials by design and accelerated insertion
of materials
Wei Xiong1 and Gregory B Olson1,2

Cybermaterials innovation entails an integration of Materials by Design and accelerated insertion of materials (AIM), which transfers
studio ideation into industrial manufacturing. By assembling a hierarchical architecture of integrated computational materials
design (ICMD) based on materials genomic fundamental databases, the ICMD mechanistic design models accelerate innovation. We
here review progress in the development of linkage models of the process-structure–property-performance paradigm, as well as
related design accelerating tools. Extending the materials development capability based on phase-level structural control requires
more fundamental investment at the level of the Materials Genome, with focus on improving applicable parametric design models
and constructing high-quality databases. Future opportunities in materials genomic research serving both Materials by Design and
AIM are addressed.
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BACKGROUND: ICMD BLUEPRINT
The far-reaching multi-agency enterprise, Materials Genome
Initiative (MGI),1,2 highlights computational materials design
techniques grounded in fundamental databases, which can
support an ambition of decreasing the full development cycle of
new materials from the present 10–20 years to ⩽ 5 years. As a
subfield of the broader field of integrated computational materials
engineering (ICME), which includes modelling of existing
materials,3,4 the MGI centres on design of new materials and
their accelerated qualification through the inherent predictability
of designed systems. Creation of the infrastructure of this
technology has been a global activity as summarised in a recent
series of viewpoint papers on materials genomics.5–10 Particularly
notable has been the design work of Bhadeshia8 at the University
of Cambridge and his former students including Harada11,12 and
Reed.13 The highest achievements of full cycle compression have
been demonstrated in US research, which will be the focus of
this paper.
In the development of applied engineering materials design

powered by fundamental thermodynamic and kinetic genomic
databases, a hierarchical infrastructure called ICMD presents a
proven scenario of materials genomic design for accelerated
engineering innovation. As indicated in Figure 1, the backbone of
the ICMD infrastructure is composed of Materials by Design and
accelerated insertion of materials (AIM) techniques. The applica-
tion of both techniques spans the entire course of materials
innovation, which can be divided into three phases: concept
implementation, materials and processing design, and material
qualification. The quality of the materials innovation is determined
by the mechanistic models applied in the ICMD framework, which
follow the universal process–structure–property–performance
paradigm in materials science.14 In Materials by Design, both
process–structure and structure–property models are evaluated
and refined to maximise the model-predictability grounded in the
Materials Genome, which is powered by fundamental research on

high-quality databases. Although the AIM technique also takes
mechanistic models as its basis, it requires extra effort in
uncertainty quantification, design sensitivity analysis, integrated
component-level process simulation and probabilistic prediction
of manufacturing variation.
A recent review of ICMD application highlights notable

achievements made in ferrous materials.15 This review provides
further detail on the linkage models for Materials by Design, and
methods of qualification adopted in AIM for a technology transfer
from lab-scale materials innovation to industrial commercial
practice. It is formulated as a snapshot of materials innovations
on selected alloy designs for improving mechanical performance.
Its foundation is sufficiently general that all levels of materials
design should share the same principles, not only for metal and
alloys, but also for oxides and polymers.14,16,17

Here we revisit some key process–structure and structure–
property linkage models applied in Materials by Design followed
by a technical review of the AIM method application in projects
supported by DARPA (Defense Advanced Research Projects
Agency) and National Aeronautics and Space Administration.
Although the above linkage models are applied in AIM technology
as well, related discussion on AIM will be more about its unique
efforts on model integration, uncertainty quantification and
design sensitivity control. Future research opportunities and
perspectives are presented as concluding remarks in the last
section.

MATERIALS BY DESIGN: DESIGN ENGINE
The paradigm of materials design guided by governing proces-
sing–structure–properties–performance is a universal principle for
developing advanced materials.14 Predictive-science-based com-
putational modelling reinforced by experimental calibration
allows us to perform multiscale modelling for various properties
with temperature/time dependence. Therefore, the development
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of the process–structure and structure–property models will be
beneficial to Materials by Design, and boost AIM applications.
As shown in Figure 2, process–structure models empower two

levels of modelling: phase stability and microstructural evolution,
which establish a fundamental basis for structure–property design
models. With particular engineering design purpose, high-quality
engineering models are integrated with science-based mechan-
istic models forming a hierarchical model system.

Process–structure relation and design models
In the course of systems design for advanced materials, a
thorough understanding of thermodynamics and kinetics enables

processing design, which often starts with a parametric design for
chemical composition. As shown in Figure 3, intrinsic design
parameters for materials processing encompass chemical compo-
sition, temperature, pressure and external force fields, on which
even a small adjustment may lead to significantly different
evolution of microstructure driven by the thermodynamics and
kinetics of the system. The CALPHAD (calculation of phase
diagrams) method18 and its correlated modelling techniques
quantitatively express our mechanistic understanding of the
process–structure linkage relations.
Thermodynamics is the core of the precipitation simulation.

Considerable efforts have been made on integration of density
functional theory (DFT)-based atomistic modelling, CALPHAD and

Figure 1. Overall hierarchical architecture of ICMD methods, tools and techniques are highlighted in green and databases are marked in
yellow. Please note that iCMD is the toolkit used during application of ICME methods based on Materials Genome. Figure is reprinted with
permission from Elsevier.

Figure 2. Materials design roadmap for linkage models of process–structure and structure–property relations. CE, cluster expansion; MC,
Monte Carlo; MD, molecular dynamics.
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phase equilibrium measurements for assembling materials
genomic databases. DFT calculations for zero-kelvin thermal–
chemical properties, such as, enthalpy of formation, are often used
as protodata to support CALPHAD thermodynamic modelling. This
is now considered as a routine method to perform physically
sound thermodynamic modelling, which can sometimes circum-
vent the restriction of calorimetry (e.g., radiative alloy
systems),19,20 and assist in determining reliable experimental data
sets.19,21–23 At present, there are many commercial software
packages available based on the CALPHAD technique, e.g.,
Thermo-Calc, Pandat, FactSage, MTDATA.24,25 However, not until
the release of the DICTRA (diffusion controlled transformations)
package by the Thermo-Calc software company in early 90s26,27

for diffusion kinetic modelling, did the CALPHAD approach start to
demonstrate its capability of handling sophisticated process–
structure modelling. The significance of the CALPHAD method
nowadays has exceeded its original definition as phase diagram
computation. It is indisputable that the modern CALPHAD
approach28 serves as a fundamental technique for establishing
the materials genomic databases, and widely recognised as a
foundational tool for Materials by Design.
When related CALPHAD genomic databases are available,

although thermodynamic and diffusion calculations can be readily
performed, one should be aware of application limits and evaluate
the quality of database predictions prior to a pragmatic design, or
before adopting CALPHAD as an input for explicit microstructural
simulation. One should also bear in mind that a fundamental
CALPHAD database generally provides the Gibbs energy of bulk
phases by neglecting the contribution from interfaces to the total
energy of the system. However, when modelling precipitation
strengthening, the Gibbs–Thompson effects, i.e., size-dependent
capillary effects, need to be considered. When experimental data
determined by atom probe tomography (APT) is available, a semi-
log plot of composition versus inverse of particle size can often
generate a good trajectory defining equilibrium tie-lines and initial
critical nucleus size defining interfacial energy.29,30 In addition,
elastic coherency (misfit) energy, Gel, can be evaluated for a
further energy penalty to the precipitation when particles are
coherent. In the work by Olson et al.31 the method of estimating
coherent interfacial energy (Gcoh) and elastic misfit energy was
demonstrated using single sensor differential thermal analysis32

combined with APT.
Another issue related to phase stability should be addressed

when applying CALPHAD thermodynamics is evaluation of
competitive growth behaviour of different phases. As CALPHAD
thermodynamic database calculates phase equilibrium as a
default option, some phases with sluggish formation should be
carefully evaluated in a quantitative comparison with experi-
mental data determined from materials processing, which are

generally nonequilibrium. For example, in the work performed by
Wusatowska-Sarnek et al.33 experimental phase fraction were
initially compared with calculated results under full equilibrium.
Good agreement was ultimately obtained when the calculation
was performed using constrained equilibria, under which topolo-
gically close-packed phases are excluded because of their sluggish
formation.
In view of the above, for the sake of parametric design,

experimental validation is essential to assess the accuracy of a
CALPHAD model-prediction. This can in turn contribute to
database refinement in support of higher fidelity applications of
Materials by Design and AIM methodologies. Similar to the case in
thermodynamics, diffusional kinetic databases also require adjust-
ments for the constrained case in a quantitative comparison with
experimental results measured after specific processing. For
developing dual microstructure processing turbine disk in a
project supported by National Aeronautics and Space Adminis-
tration Glenn Research Center,31 a multicomponent CALPHAD
diffusion database was constructed by National Institute of
Standards and Technology, which demonstrates a good predict-
ability after calibration on the atomic mobility of Nb, Al, Ti and Cr
in fcc using multicomponent diffusion couples made between disc
alloys and pure Ni. A need for calibration of CALPHAD diffusivity
databases originates from the simplifications made by omitting
the influence of fast diffusion path, e.g., dislocations, phase/grain
boundaries. A diffusion scaling factor, Dscale, can be applied to the
diffusivity matrix for calibration, particularly for a precipitation
simulation.
A well-calibrated CALPHAD thermodynamic and kinetic data-

base is a prerequisite of accurate parametric control of
microstructural length and time scales. For example, effective
precipitation strengthening relies on the size control of the
particle precipitation, and thus requires predictive models for the
kinetic process of particle size evolution. A good example is the
extensive application of the coarsening model represented by the
Lifshitz–Slyozov–Wagner (LSW) theory34–38 for precipitation size
evolution in a dilute binary system. To couple with the CALPHAD
thermodynamic/kinetic databases for multicomponent and multi-
phase simulation, several models39,40 were proposed based on
extensions of the LSW theory. One of the simplified models was
proposed by Lee et al.39 based on the dilute solution case. A later
work performed by Umantsev and Olson40 removed the constraint
of dilute solution thermodynamics, but neglected effects of
capillarity on the precipitation composition. Further improve-
ments have been made by Morral and Purdy36,37 with a more
general description of the coarsening in multicomponent alloys.
Kuehmann and Voorhees38 considered flux balance boundary
conditions on the interface rather than local equilibrium, but
off-diagonal terms in the diffusion matrix were omitted for

Figure 3. Intrinsic design factor of the process–structure–property-performance paradigm. The most common attributes of design factors for
microstructure control are presented.
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simplification. For practical design purposes, it is found that the
simplified dilute solution model proposed by Lee et al.39 may be
directly applied, if only an underdeveloped database is available.
However, the Morral–Purdy model36,37 overall provides coarsening
rate with highest accuracy.
To maximise hardening effects by reducing initial strengthening

particle size, a designed alloy usually preserves a high-solute
supersaturation, i.e., high-driving force for nucleation of a second-
phase precipitate particle, which can allow a bypass of the growth
regime from nucleation directly to the coarsening regime.
Therefore, the coarsening rate predicted by the aforementioned
multicomponent coarsening models is often adopted as the
principle design factor to control overall precipitation rate. Such a
concept can be confirmed using a more rigorous approach based
on the Kampmann and Wagner numerical (KWN) model41 for
concomitant nucleation, growth and coarsening of precipitates,
extended to multicomponent alloy systems. A detailed
discussion on the influence of supersaturation was made by
Robson,42 who analysed different scenarios with overlapping of
nucleation, growth and coarsening occurs during precipitation.
Another key factor to control particle size is interfacial energy,
which also markedly influences kinetic behaviour of precipitation.
As shown in Figure 4a,b, in the KWN modelling, both interfacial
energy and supersaturation driving force can bring significant
impact and cause the overlap of nucleation and coarsening
regime. However, in the design process, supersaturation
expressed as the thermodynamic driving force is the most
accessible parameter using the CALPHAD genomic databases.
Figure 4c is a kinetic map calculated by Robson42 indicating the
correlation between supersaturation and interface energy where
nucleation and coarsening can be controlled by both parameters.
Experiments are from studies carried out on Fe-Cu,43 Cu-Co,44

Cu-Ti45,46 and Ni-Al47 alloys.
Although a design model-chain from CALPHAD thermody-

namics and kinetics to phase-level microstructural information is
developed and can be directly used as a robust tool for Materials
by Design, some constraints require further development of the
sharp-interface model. For example, the current KWN model-
based simulations assume a spherical geometry for the second-
phase particle precipitation, which is an oversimplification for rod
or plate shape precipitates, e.g., Q phase in the Al–Cu–Mg–Si-
based alloy systems. A compromising method is to simulate
precipitate kinetics by assuming spherical particles of equivalent
particle volume. However, such a compromise could deviate
significantly from experimental observation, and should be
applied with caution for design purposes.
A less efficient but sometimes useful method which may

circumvent the above difficulties by considering geometrical/
crystal anisotropy is the so-called phase-field model (PFM) or
diffuse interface model. For the sake of the process–structure
modelling, the governing functionals of PFM are equivalent to the
time-dependent Ginzburg–Landau equation48 and Cahn–Hilliard
equation.49 Similar to the case of sharp-interface KWN model, both
approaches take fundamental thermodynamic and kinetic para-
meters as the input, which can be read from the CALPHAD
databases. In addition, PFM also experiences the difficulties of
determining several key input parameters, such as, interfacial
energy, gradient energy term and interfacial mobility, which are
generally hard to measure, without even further considering their
time and temperature dependence. It is noteworthy, even though
PFM of anisotropic structure is feasible, the anisotropic input
parameters, e.g., interfacial energy, often require a good
quantitative estimation, which is still a daunting task for both
atomistic modelling and experiments. Therefore, more often,
these input parameters are still considered as the fitting
parameter to perform the simulation to reach a good agreement
with experimental microstructural evolution.

Figure 5 shows the relation among CALPHAD, experiments,
sharp-interface (KWN) and diffuse interface models (PFM) for a
typical process–structure simulation of solid-state precipitation
phenomena. Although PFM can also be performed based on the
CALPHAD method, nowadays it is still a significant challenge for
effective coupling with CALPHAD database for multicomponent

Figure 4. Predicted evolution of number density with time for a
selected range of (a) interfacial energies and (b) supersaturation.
(c) Kinetic map showing the overlap region of nucleation and
coarsening influenced by supersaturation and interfacial energy.
Simulations are all based on the work performed by Robson.42 Alloy
compositions are given in atomic percentage. Figure is reprinted
with permission from Elsevier.
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and multiphase simulations50,51 owing to the multiplicity of both
bulk and interfacial properties. Another distinctive disadvantage of
PFM is its limitation on simulating nucleation stage by generating
nucleation sites using some ad hoc methods. Overall, in a practical
simulation, comparing with KWN methods, PFM usually contains
more adjustable parameters, which are not easy to determine,
despite its capability of handling more complex phenomena.
Nevertheless, PFM is often a useful science tool to enhance
understanding of mechanism, it is generally less useful as an
engineering tool than KWN-based methods that also provide
better-defined statistical quantities.
A parametric design often relies on efficient computational

design toolkits. Because the KWN model-based simulations can be
implemented in an intuitive way by coupling with fundamental
CALPHAD thermodynamic and kinetic parameters, they are widely
adopted in the process–structure design. The PrecipCalc software
developed by the QuesTek Innovations (Evanston, IL, USA) is a
good example utilising the sharp-interface precipitation model for
alloy design and process optimisation, which led the commercia-
lising of several Ferrium high-performance alloys, e.g., S53, M54,
C61 and C64.52

Structure–property relation and design models
As shown in Figure 3, strength, toughness, creep and fatigue are
four elementary mechanical properties of importance in structural
materials design. Although corrosion resistance is also important,
it is commonly treated as a composition constraint while
improving these four elementary properties. It is a formidable
task to cover all of the structure–property linkage models in this
review. For elucidating the application of structure–property
models to linkage design, in this section, we selectively discuss
some well-developed mechanical models, which are available for
application, by citing some practical structural alloy designs. As
indicated in Figure 2, whereas analytical models are available
for improving strength and creep, toughness and fatigue are
optimised by performing micromechanical finite element
analysis (FEA).

Structure-strength. One of the most well-developed structure–
property analytical models is probably the one for predicting
mechanical strength based on alloy hardening mechanism.
Table 1 shows a summary of elementary hardening mechanism
of materials strength by Hornbogen.53 Therefore, the microstruc-
ture from zero- to three-dimensional (3D) discontinuities are
defined as the source of elementary hardening mechanism.

Excellent examples of applying such rules for materials strength-
ening can be found in the hardening enhancement design for
high strength steels.54,55 Typically, overall yield strength is
described using the superposition law:

σY ¼ M

�
τ0 þ

X
i

τi

�
þ σHP ð1Þ

where M represents the Taylor factor, τ0 is the Peierles–Nabarro
stress contribution,56–58 which often adopts the intrinsic value of
the pure base alloy. τi takes into account contributions from work
hardening τW, solid solution strengthening τSS and precipitation
strengthening τP. The Hall–Petch effect σHP is the strengthening
caused by grain refinement. Different contributions to the yield
strength model is listed in Table 2. On the basis of the alloy
composition and processing time, σP in Table 2 representing the
dispersed particle strengthening contribution can be modelled
based on the size of obstacle precipitates. As illustrated in
Figure 6a, as a start, the small shearable particles follow the Friedel
stress; with particle growth, the Orowan bypass stress becomes
dominant, decreasing with the incremental particle size. However,
in the case of ordered precipitate strengthening for superalloys,
due to the antiphase boundary behaviour with paired dislocations,
the peak hardening usually arrives earlier than the case with
single-dislocation interaction with particle obstacles as shown in
Figure 6a.59–61 In this case, the peak-aged state corresponds to the
intensity of pair dislocation interaction with obstacle particles.
A recent study performed by Wang et al.54 demonstrated the

application of the above superposition law on predicting the yield

Figure 5. Flow chart of process–structure modelling of solid-state transformation for second-particle growth. Both KWN model-based
simulation and phase-field simulation take materials genomic database for the model input. The unique outputs of these two different
simulation techniques are highlighted in purple (KWN) and blue (phase-field).

Table 1. Summary of elementary hardening mechanism of crystalline
phases53

Symbol Obstacles Hardening mechanisms

σ0 Lattice friction, order Order hardening
ΔσS Solute atoms, vacancies Solid solution hardening
Δσd Dislocations Work hardening
Δσb Grain- or phase-

boundaries
Grain boundary hardening

Δσp Particles Precipitation hardening
Δσac Crystal anisotropy Texture hardening
Δσam Microstructure

anisotropy
Fibre hardening

Δσm Crystal metastability Pre-martensitic softening,
transformation hardening

Accelerated cybermaterials innovation
W Xiong and GB Olson

5

© 2016 Shanghai Institute of Ceramics, Chinese Academy of Sciences/Macmillan Publishers Limited npj Computational Materials (2016) 15009



strength of a secondary-hardening steel Blastalloy 160. A new
transformation strengthening model accounting for Cu particle
phase transformation was developed by associating with disloca-
tion interaction with Cu of different crystal structure (bcc, 9R
martensite and fcc). In addition, a modified predictive yield
strength model was developed based on 3D APT of M2C and bcc
Cu-hardening precipitates. Especially, to directly link quantitative
grain structure characterisation and yield strength, 3D precipitate
size distribution and characterisation parameters (e.g., phase
composition, phase fraction) measured by 3D APT were adopted
in the strengthening model for predicting yield strength
within 10% uncertainty. Such a method can directly bridge the
aforementioned process–structure and structure–property models
for improving yield strength as long as all input physical
parameters can be well-determined with high accuracy. Therefore,
a comprehensive scenario for modelling dispersed particle-
hardening uses the process–structure model to obtain desired
kinetic behaviour of the particle dispersion (see Figures 6c–e). The
structure-strength model can determine the optimal particle
radius to reach the maximum strengthening as shown in
Figures 6a,b providing a clear microstructural objective for design.

Structure-toughness. Materials design is clearly a delicate
compromise of a number of controlling parameters, which may
be beneficial to one type of mechanical properties, but
detrimental to the other. A classic example is the intrinsic inverse
proportionality of toughness to materials strength. A specific
example of designing Co-Ni ultra-high strength (UHS) steels is
illustrated in Figures 7 and 8, which summarize a systems design
effort on improving both strength and toughness synchronously.
Refining grain size can be beneficial to both strength and
toughness, but it is not always achievable. Therefore, under-
standing multiple ways to maximise both strength and toughness
using structure-toughness models is crucial to a successful design.
Much research on toughness mechanism of high strength steels

is devoted to avoidance of brittle fracture failure modes such as
intergranular fracture. In a systems design for Co-Ni UHS steel,
several methods were applied for improving both toughness and
strength synergistically in the steel research group (SRG)
consortium centred at Northwestern University.15,62–68 The related
design efforts for enhancing both strength and toughness are
summarised in Figure 8, which focuses on (i) ductile–brittle
transition temperature (DBTT),69,70 (ii) enhancement of interphase
chemical bonding to delay microvoid softening and (iii)

transformation toughening. Further, as hydrogen embrittlement
can promote brittle intergranular fracture, grain boundary (GB)
chemistry optimisation is also a primary requirement as indicated
in Figures 7 and 8.
On the heuristic level, DBTT is often a primary design parameter

to avoid brittle fracture at desired service temperature. An
analytical ‘master curve’ model based on the shift of DBTT was
constructed for designing the SRG UHS steels69 by considering the
influence of weight per cent of key components, hardness and
grain size as primary model variables. Such a model directly
correlating with alloy composition made it possible to create a
criteria for optimising Ni and Co content in the Co-Ni UHS steel
design by making trade-off among toughness, strength and
Martensite start temperature.
In the course of the UHS SRG steel designs, the submicron

microstructure design for improving ductile toughness and retain
high strength is based on suppressing microvoid softening and
introducing dispersed-austenite transformation toughening. It is
well-established that microvoid nucleation during plastic defor-
mation accelerates ductile fracture via a process of shear
localisation, whereby sudden microvoid nucleation destabilises
plastic flow by strain location into shear bands.64,71 However,
the quantitative role of fine ~ 0.1-μm scale secondary particle
dispersion which nucleate the microvoids is less well-understood.
In an optimised microstructure, these small particles correspond
to the Zener-pinning particles72–74 acting as the necessary grain
refiners. Considerable efforts have been made by the SRG
consortium developing several generations of multiscale
ductile fracture simulators75–79 to quantify the role of this level
of microstructure. Extensive efforts were made on micromecha-
nical FEA combined with the DFT calculation of interfacial
strength,75,76,80–83 which can evaluate ideal work of adhesion.
For example, in the work by Hao et al.75,76 a hierarchical
constitutive model was derived with the plastic potential by
considering DFT-calculated interfacial debonding and microvoid
softening effects. Such an effort directly bridges atomistic
modelling and continuum finite element simulation, which offers
deeper insights into correlation between strength and fracture
toughness. Furthermore, the interfacial adhesion energy can be
enhanced by controlling dispersed phase compositions and
geometric features in the design process using process–structure
models.
On the basis of these simulations, a phenomenological model of

toughness related to microvoid nucleation84–86 was developed to

Table 2. Contributions to yield strength by considering effects of solution strengthening, precipitation strengthening, work hardening, Hall–Petch
effects based on intrinsic strength due to Peierles–Nabarro stress54

Numerical expression Constants and variables

σ0 K0U 2G
1 - ν

� �
Uexp - 4πw

b

� �
G: shear modulus
w: dislocation width
K0: Taylor coefficient

b: Burgers vector
v: Poisson’s ratio

σW KWU
ffiffi
3

p
60α0 3α0ϑk1 þ 3α0ϑk1ð Þ2 þ βbρ1=2

h i
ϑ: misorientation angles between two subgrains
α0: Taylor factor, ρ: dislocation density
β: elastic modulus coefficient,
k1: subgrain interaction constant
KW: Taylor coefficient

σHP KHPUd
- 1=2 d: grain size or martensite packet size.

KHP: Hall–Petch coefficient

σSS KSSU

 P
i
k2SS;i ci

!1=2

kSS,i: strengthening coefficient
ci: mole fraction of element in matrix
KSS: model coefficient

σP KPUτP ¼ KPUmin τPF ; τPOð Þ KP: model coefficient
τP: Precipitation stress by taking minimum value between
Friedel τPF and Orowan stress τPO.

Accelerated cybermaterials innovation
W Xiong and GB Olson

6

npj Computational Materials (2016) 15009 © 2016 Shanghai Institute of Ceramics, Chinese Academy of Sciences/Macmillan Publishers Limited



aid parametric design of ductile toughness. According to the
model developed by Wang and Olson,84 the limit of ductile
fracture toughness can be quantitatively related to the critical
strain for shear localisation governing primary void coalescence.
As illustrated in Figure 8, another interface level design concept

for avoiding environmental GB embrittlement is the GB cohesion
enhancement, which is mainly applied to minimise hydrogen-
induced intergranular embrittlement.68,87,88 As a basis for estab-
lishing an understanding on the electronic level, the full-potential
augmented planewave (FLAPW) method was applied in a series
studies on UHS steel68,87–91 based on a thermodynamic theory
developed by Rice and Wang.92 Their theory describes the
mechanism of impurity-induced intergranular embrittlement via
the competition between plastic crack blunting and brittle
boundary separation. The derived ‘embrittlement potency’ is
defined as the segregation energy difference between segregant

species along the GB and free surface (FS), ΔEGB−ΔEFS,
80,82,92

which indicates a species as a cohesion enhancer when this
quantity is negative. Rice and Wang92 directly correlated this
quantity with measured embrittlement sensitivity quantities,
relating intergranular DBTT and interfacial segregant atomic
fraction. Accurate prediction of this quantity based on FLAPW
were then performed by the SRG at the Northwestern
University.89,91 Combining initial FLAPW calculations and hand-
book quantities, such as elemental cohesive energies, a simplified
model was developed to predict potencies represented in
Figure 9.89 To quantify the accuracy of this simplified model,
several rigorous validation FLAPW calculations were performed
(solid points in the inset of Figure 9), and confirmed that W and Re
exhibit the highest cohesion enhancement. Eventually, a genomic
surface thermodynamic database was constructed to enable
design of the GB composition to entirely eliminate the inter-
granular mode of hydrogen embrittlement.55,87,88

In addition to these methods of increasing GB cohesion and
interfacial bonding between matrix and particles, transformation
plasticity was further introduced to improve toughness during
plastic deformation in the mechanical Co-Ni UHS steels as shown
in Figure 8. A key design parameter is the transition temperature
called M σ

S , below which stress-assisted martensitic transformation
controls materials yielding. As quantified by the Olson–Cohen
theory,93,94 below M σ

S , the transformation controlled yield stress
rises due to the stability of the parent austenite increasing with
temperature. Above M σ

S , the slip-controlled yield stress decreases
with temperature through thermal activation of dislocation
motion. Controlling the stability of the austenite phase qualified
by M σ

S is the key to optimising transformation toughening. In the
studies by Leal95 and Stavehaug,96 the M σ

S temperature was
further characterised by distinguishing between that defined by
uniaxial tension M σ

S ðutÞ and by the crack tip stress state denoted
as M σ

S ðctÞ. As shown in Figure 10, the uniform ductility reaches a
maximum between these two temperatures, and maximum
fracture toughness occurs at M σ

S ðctÞ. To quantitatively design
transformation toughness in UHS steel, a model linked with
thermodynamic database is proposed by Olson and his
colleagues67,97–101 in a series of works. The underlining approach
is based on an austenite stability parameter (ASP),97,98 which can
be expressed as:

ΔGch xi ; Tð Þ þWf xi; Tð Þ ¼ -Gn -ΔGσ σ;ΔV=Vð Þ ð2Þ
where the first term on the left side of equation is chemical
contribution of the total energy, the second term is the interfacial
friction energy, where both are functions of temperature T and
composition xi. The right side of the above equation is composed
of defect potency, Gn, which can be approximated as a constant
value for a certain material,97,98 and mechanical driving force, ΔGσ,
which is a function of stress state and strength goal of the
material. According to the Olson–Cohen model,93 given the stress
state of the material and desired M σ

S temperature, it is possible to
provide a critical value for the austenite stability parameter, and
thus allow dispersed-austenite composition to be designed
through the CALPHAD genomic databases.

Structure-creep/fatigue. Unlike strength and toughness, creep
and fatigue are dynamically structure-sensitive properties, where
predictive models are more complex. For creep modelling, many
available phenomenological models require numerous empirical
parameters, and thus generate a heavy load for experiments.
However, there is a promising method for parametric design
purposes when dynamic creep models are correlated to diffusion
kinetic modelling. For example, in single-crystal Ni superalloys,
under a high-temperature, low-stress condition, where dislocation
climb at the matrix γ-precipitate γ′ interface becomes the
dominant rate-controlling step in the kinetic creep process,
modelling vacancy flux can be directly employed for creep

Figure 6. Schematic representation of dispersed particle strength-
ening mechanism governed by process–structure–property-perfor-
mance paradigm. (a) relation between normalised critical resolved
shear stress (CRSS) using square root of the volume fraction for the
second-phase strengthening particle f1/2 and mean particle radius.
Blue chain line denotes shear stress, red-dashed curve correspond-
ing to the interaction between paired dislocation and obstacle, and
the green curve is for Orowan looping effects. (b–e) show kinetic
evolution of CRSS, particle phase fraction, mean radius and particle
spacing.
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resistance design. Recent studies published by Dyson102 and Zhu
et al.103 provide such promising models with vacancy diffusivity as
a key design parameter, which can be calculated using the
CALPHAD diffusion database for multicomponent alloy design.
Further at very high temperatures, where rafting affects creep,
structure–property models can also be related to the CALPHAD
genomic database. In the viscoplastic regime described by the
Socrate–Parks model,104 the thermodynamic driving force for
rafting is primaryily controlled by the lattice mismatch of the
matrix γ and the precipitate γ′, which can be predicted through
models105 linking to the CALPHAD molar volume databases.106,107

With regard to structure–property models for fatigue, as
indicated in Figure 2, besides conventional statistical analysis-
based phenomenological models, more attention is now paid to
micromechanical FEA as a foundation for a predictive probabilistic

approach. The state-of-the-art micromechanical FEA on fatigue is
comprehensively reviewed by Pineau et al.108 highlighting the
seminal contributions of McDowell108 and his former students.
Fatigue is an intrinsically multiscale and multistage phenomenon,
and thus highly sensitive to microstructure level design. Conven-
tional fatigue modelling separates the total life into two stages:
initiation life Ni and crack propagation life defined by number of
cycles Np. For low cycle fatigue, Np dominates, and thus can be
modelled by statistical methods via some parametric scaling law
(e.g., the Coffin–Manson law109). In contrast, fatigue crack
initiation dominates the total life of (ultra) high cycle fatigue.
Therefore, it should be predictable by the micromechanical model
with process-microstructure sensitivity. A recent thesis work by
Moore110 further developed the micromechanics-based method
for multiscale fatigue nucleation prediction, which successfully

Figure 7. Systems design chart of the Co-Ni UHS steel.

Figure 8. Summary of design goals and models for the Co-Ni UHS steel based on an inversely inductive design approach.
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predicted the fatigue behaviour of the Ni–Ti shape memory alloy.
The 3D image-based micromechanical FEA demonstrates that an
alloy design with enhanced yield strength can significantly
increase fatigue strength in addition to the effects of minimising
inclusion size. It should be emphasised that such micromechanical
FEA for ultra-high cycle fatigue simulation directly drove a shape
memory biomedical alloy design111,112 performed synchronously.
It was determined that a 50% increase in Ni–Ti yield strength
resulted in a 44% increase in ultra-high cycle fatigue limit at 109

cycles.

We note that, in a practical design, although a completely
deductive process–structure–property model focusing on sequen-
tial cause and effects is difficult to obtain, an inversely inductive
design approach directed by moving fundamental design
parameters in the right direction is usually sufficient to implement
a hierarchical design using specific means based on the available
mechanistic models of Materials by Design.

AIM: ACCELERATING TECHNOLOGY TRANSITION
As indicated in the ICMD hierarchical architecture (see Figure 1),
the AIM method completes the process of component-level
materials development. Here, final design allowables bounded by
the process–structure–property models are evaluated deliberately.
To fully implement AIM, an integrated product team consisting of
original equipment manufacturer, small company, university and
government laboratory are often assembled determining design
goals, sharing information and integrating available design
models/tools within the framework now known as ICME.
Although the above described process–structure–property

models in Materials by Design is utilised extensively in AIM as a
basis, there are three additional unique thrusts in the AIM method,
which includes (i) multidisciplinary engineering model integration,
(ii) location-specific modelling throughout a component and
(iii) uncertainty quantification and management.
Standard statistical methods are naturally vital for uncertainty

quantification, which guides design tolerances. Such techniques
were applied in the aforementioned design of the UHS steel,
Ferrium S53 by the SRG consortium, run concurrently with the
DARPA-AIM project. Design sensitivity analysis was performed
using a combined method of Monte Carlo simulation and iCMD
(an integrated computational materials design software package
created by QuesTek Innovations LLC, Evanston, IL, USA), imple-
mented through the commercial iSIGHT design optimization
platform. For example, within 12 min on a Pentium IV 2.2 GHZ CPU
(QuesTek Innovations LLC), a thousand parametric of structure–
property iCMD calculations using the three-σ limits of the
composition and process temperature tolerances generated the
probability distribution of Charpy V-Notch toughness, hardness,
Martensite start temperature and DBTT.
Under the DARPA-AIM 3-year project starting from 2000 using

the example of IN100 superalloy turbine disks, the iSIGHT design
integration system was adopted as the cross-disciplinary platform
to link distributed software capabilities in Utah and Illinois as
shown in Figure 11a. The turbine disk heat treatment process
modelling performed using a FEA-based DEFORM Heat Treatment
module (Scientific Forming Technologies Corporation, Columbus,
OH, USA) determined the history of temperature profile at every
location in a part, which were taken as the input of the
precipitation simulator, PrecipiCalc (QuesTek Innovations LLC),
for the process–structure modelling. In the final step, a yield
strength structure–property model was applied to predict the
strength at both room temperature and elevated temperatures by
taking results of PrecipiCalc and a CALPHAD-prediction of
antiphase boundary energies as the input. The efficiency and
high fidelity inherited from the Materials by Design models for the
AIM methodology can be reflected by the quantitative simulation
of structure and yield strength for the disk centre location. By
tuning parameters of interfacial property and diffusivity through
model-calibration performed at the University of Connecticut, the
dynamic behaviour of the strengthening particle can be
quantitatively captured using PrecipiCalc simulation with a high
accuracy.113 Figures 11b,c shows the time evolution of mean sizes
and fractions of three γ′ populations under a three-step heat
treatment cycle. To further perform a location-specific design,
process–structure–property models were applied to an entire
minidisk as shown in Figures 11d,e. The calculated spatial
contours of secondary γ′ size show high consistency with

Figure 9. Embrittlement potency prediction made for substitutional
elements in Fe grain boundaries.89 Solid points in inset represent
FLAPW calibration/validation results.55

Figure 10. (a) Schematic representation of interrelationships
between stress-assisted and strain-induced martensitic transforma-
tion. (b) Uniform ductility εU as a function of temperature.
(c) Fracture toughness KIC as a function of temperature.
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experimental observation on bore, rim and attachment parts
indicated with shaded rectangles in Figure 11d. Using the
structure-strength model, the tensile yield strength at five
different locations was predicted within quantified uncertainty
ranges by comparing with experimental results on specific
locations (see circles highlighted in Figure 11d.
As a follow-on to the DARPA-AIM programme, a National

Aeronautics and Space Administration-funded project at QuesTek
Innovations in 2005–2008 further extended the above AIM
techniques for a hierarchical calibration/validation uncertainty
management approach for all available process–structure
models31 for a Dual Microstructure Heat Treatment (DMHT)
process design indicated in Figure 12. As different location-
specific properties require different microstructures, the design
sensitivity of the process–structure model is crucial to meet
property requirements. Table 3 summarises the sequential
characterisation protocol performed for standard uncertainty

quantification of individual inputs in the process–structure
models. Subsequently, a hierarchical uncertainty manage-
ment strategy was adopted by balancing model sensitivity
against database intrinsic accuracy. Rigid shifts to second-phase
free-energy functions according to Gibbs–Thompson effects were
applied for a precise description of the secondary strengthening
particles. Meanwhile, DICTRA atomic mobility databases were
recalibrated by diffusion couple experiments, which achieved an
improved accuracy of diffusivity prediction. Regarding the high
sensitivity of interfacial energy in precipitation simulation,
PrecipiCalc simulations were carried out by adjusting interfacial
energy to match the critical nucleation undercooling accurately
determined by the single sensor differential thermal analysis
technique, which measures a precise thermal history of a rapidly-
quenched 3-mm diameter pins.31,32 Afterwards, the PrecipiCalc
simulated microstructural attributes were further compared with
the APT characterisation to evaluate uncertainty limits.

Figure 11. (a) Distribution iSIGHT integration for mechanistic process–structure–property simulations in the DARPA-AIM project, performed on
different computer hardware and operating systems across network. (b,c): Kinetic simulation performed using PrecipiCalc for a centre location
of an aero-turbine disk under the three-step heat treatment cycle. Time evolutions of mean sizes and fractions of three γ′ distributions are
shown in solid curves overlapping with temperature profile as dashed curve. Experimental γ′ microstructural results are indicated by solid
triangles on the right. (d) Calculated spatial contours of secondary γ′ size (nm) for a radially symmetric cross-section of the minidisk. The disk is
immersed into quenching media from bottom to top denoted by side-arrows. (e) Calculated spatial contour of yield strength (MPa) at 260 °C
for minidisk. Figure is reproduced based on the work performed by Jou et al.113 Figure is reprinted with permission. Copyright 2004 by The
Minerals, Metals & Materials Society.
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It should be noted that, having demonstrated the importance of
the AIM technique, a suite of advanced 3D tomographic multiscale
characterisation tools were further developed under the support
of ONR and DARPA. Thus, the AIM technique is now supported by
both novel experiments and 3D process–structure–property
models reaching a new level of fidelity, which is greatly beneficial
to the enterprise of materials cycle compression.

SUMMARY: CYBERMATERIALS INNOVATION BASED ON
MATERIALS GENOME
The continued development of the ICMD techniques, Materials by
Design and AIM, is already accelerating materials innovation, thus
leveraging the current design techniques in materials science and
mechanical engineering, which foster synergistic interactions
among disciplines.
Materials by Design and AIM techniques serve as the two major

pillars in the ICMD hierarchical architecture. As reviewed in the
foregoing sections, sustained efforts have made grand achieve-
ments in transferring science-based ideas to industrial production.
However, a sustainable development strategy is still needed to
fulfil the potential of the ICMD blueprint in Figure 1 for
cybermaterials innovations. It is clear that Materials Genome
database as the cornerstone has a decisive role.

First, the systems design models of process–structure–property-
performance paradigm can all benefit from further improvement.
For instance, the preceding discussion on Materials by Design has
highlighted needs of model development for non-spherical
particles in the framework of the KWN model-based simulation.
In view of the high sensitivity of nucleation to interfacial energy,
more rigorous atomistic modelling of interfacial thermodynamics
would enhance predictive capability.
Second, because process–structure linkage design relies heavily

on the quality of the fundamental materials genomic databases
assembled by computational thermodynamics and kinetics, more
dedicated research on constructing high-quality genomic data-
base should be motivated and promoted. Importantly, these
research activities also include experiments providing protodata.
The so-called high-throughput experiment represented by diffu-
sion multiples114 is a good example to make such contributions.
Meanwhile, more efforts should be made on bridging the current
DFT-based atomistic models and CALPHAD method by extending
their temperature scales.115 A recent work on the Fe–Cr system22

demonstrated that the CALPHAD models extended to 0 K will
garner valuable insights into anomalous phenomenon, i.e.,
negative enthalpy of mixing on Fe-rich side, found in enthalpy
of formation generated by DFT calculations.116

Table 3. Summary of database, model, calibration and validation protocol for precipitation modelling adopted in the AIM method

Database Quantity Model Model parameters Calibration and validation

Thermodynamics Bulk energy CALPHAD Free energy XRD/EDS/TEM/APT
Interfacial energy Gibbs–Thompson Gel, σcoh APT/SSDTA

Molar volume Lattice mismatch CALPHAD Gel, R XRD/TEM/DFT
Kinetics Atomic mobility CALPHAD Mobility Diffusion couple

Dscale Dscale EPMA or WDS

Abbreviations: APT, atom probe tomography; DFT, density functional theory; EDS, energy dispersive spectroscopy; Gel, estimated elastic coherency energy;
R, coherency transition size from coherent to incoherent state; SSDTA: single sensor differential thermal analysis;32 TEM, transmission electron microscopy;
XRD, X-ray diffraction.

Figure 12. Systems design chart of Ni turbine disk alloy using the AIM method. Hierarchical microstructure are designed for specific locations
in the turbine disk.
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Expending the impact of the structure–property model devel-
opment, genomic databases of mechanistic constitutive laws for
mechanical FEA should be initiated. Such efforts need intimate
collaborations between experimentalists and modelling experts in
both materials science and mechanical engineering. As mentioned
in the above discussion, the state-of-the-art materials design
usually considers experimental calibration as an important part in
design iterations. Therefore, technical improvement of such
experiments for fundamental model-calibration purposes should
be a primary effort.
Materials genomic database construction requires correspond-

ing efforts on standardisation and database management as
indispensable support. Taking DBTT as an example, although DBTT
can be evaluated using Charpy impact energy tests, precise
modelling of DBTT is currently data intensive.117,118 If a standard of
efficient DBTT measurement is available, limitations affecting the
accuracy of DBTT will be significantly diminished, and thus
improve the DBTT model predictability. Further, we note that
related topics are often much broader than the research field of
materials science, driving the call for collaborative efforts by
various scientific and engineering communities.
Last but not least, perhaps the greatest promise of materials

development cycle compression is the new opportunity of
concurrent design of materials and devices.119 Notable achieve-
ments have already been demonstrated in the field of consumer
electronics which would never have been possible under trial-and-
error empirical materials development.
Overall, it is evident that the next generation of cybermaterials

innovation applicable across all materials classes will be grounded
in ICMD hierarchical architecture powered by an expanded system
of materials genomic databases.
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