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studies can be combined for meta-analysis, enabling researchers 
to home in on the true effect.

Although we do not encourage the use of power analysis, 
Lazzeroni et al.’s figure supports our own illustration of the vari-
ability in P. As both our models7 and Lazzeroni et al.’s models 
demonstrate, unless the results of an experiment show a very 
marked pattern in the data, the reported P value will be accompa-
nied by limits so broad as to render P uninterpretable. Put simply, 
P is untrustworthy unless the statistical power is very high (above 
90%), which offsets advantages of P such as its simplicity. As 
researchers better appreciate the typically artificial nature of the 
null hypothesis3 and the limited capacity of P to support hypoth-
esis testing, we believe that P will become much less highly valued.
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no other statistic fills this particular niche. Moreover, the alterna-
tives (such as estimates, confidence intervals, false discovery rates, 
etc.) are also subject to random variation and, like P values, can 
behave badly if experiments are poorly designed or implemented. 
Nonetheless, we do not suggest that researchers rely on P values 
alone. Parameter estimates and confidence intervals, in particular, 
can describe data in a more detailed, contextual way. The P value 
gained its unique prominence because it is simple and interpretable 
across a variety of settings, despite the fact that it is sometimes mis-
understood. P values are variable, but this variability reflects the real 
uncertainty inherent in statistical results. Thus, we believe P values 
will continue to have an important role in research, but an explicit 
understanding of P-value uncertainty can improve their interpreta-
tion.

Note: Any Supplementary Information and Source Data files are available in the 
online version of the paper (doi:10.1038/nmeth.3741).
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Halsey et al. reply: We agree with Lazzeroni et al. that research-
ers often believe P values are infallible1. If the intervals Lazzeroni 
et al. propose were obligatory with each presentation of P, the 
unthinking use of the unqualified P value would be undermined2. 
In theory this would be an excellent outcome.

However, in practice, simply providing tools for quantifying the 
fickleness of P will highlight an endemic problem without offer-
ing any treatment. Whereas Lazzeroni et al. suggest providing 
information to support P, we have suggested using measures that 
supersede P for interpreting data3,4. Effect sizes can be standard-
ized, are not based on dichotomous decision making (the flaws of 
which severely limit the value of statistical power5) and address the 
more natural research question of how big the effect is, rather than 
simply asking whether there is an effect3,6. And 95% confidence 
intervals for the effect size provide a more consistent indication of 
the true (population-level) condition than does P. Thus compar-
ing the effect sizes and confidence intervals of several similar stud-
ies typically uncovers a coherent pattern that is masked when only 
the P values of those studies are compared2. Furthermore, and 
crucially, the sample effect sizes and confidence limits of multiple 

Estimation statistics should replace 
significance testing
To the Editor: For more than 40 years, null-hypothesis significance 
testing and P values have been questioned by statistical commenta-
tors, their utility criticized on philosophical and practical grounds1. 
Luckily, the preferred statistical methodology is accessible with 
modest retraining. An obstacle to the adoption of this alternative 
seems to be the lack of a widely used name; we suggest the term 
‘estimation statistics’ to describe the group of methods that focus on 
the estimation of effect sizes (point estimates) and their confidence 
intervals (precision estimates). Estimation statistics offers several 
key benefits with respect to current methods.

Estimation is an informative way to analyze and interpret data. 
For example, for an experiment with two independent groups, the 
estimation counterpart to a t-test is calculation of the mean differ-
ence (MD) and its confidence interval2. One calculates the MD by 
subtracting the mean for one group from the mean for the other, 
and its confidence interval falls between MD – (1.96 × SEMD) and 
MD + (1.96 × SEMD), where SEMD is the pooled standard error 
of the MD3. For quantitative science, it is more useful to know 
and think about the magnitude and precision of an effect than it 
is to contemplate the probability of observing data of at least that 
extremity, assuming absolutely no effect. An old joke about study-
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