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#### Abstract

The advent of devices based on single dopants, such as the single-atom transistor ${ }^{1}$, the single-spin magnetometer ${ }^{2,3}$ and the single-atom memory ${ }^{4}$, has motivated the quest for strategies that permit the control of matter with atomic precision. Manipulation of individual atoms by low-temperature scanning tunnelling microscopy ${ }^{5}$ provides ways to store data in atoms, encoded either into their charge state ${ }^{6,7}$, magnetization state $^{8-10}$ or lattice position ${ }^{11}$. A clear challenge now is the controlled integration of these individual functional atoms into extended, scalable atomic circuits. Here, we present a robust digital atomic-scale memory of up to 1 kilobyte ( 8,000 bits) using an array of individual surface vacancies in a chlorineterminated $\mathrm{Cu}(100)$ surface. The memory can be read and rewritten automatically by means of atomic-scale markers and offers an areal density of 502 terabits per square inch, outperforming state-of-the-art hard disk drives by three orders of magnitude. Furthermore, the chlorine vacancies are found to be stable at temperatures up to 77 K , offering the potential for expanding large-scale atomic assembly towards ambient conditions.


Since the first demonstration of atom manipulation, 25 years $\mathrm{ago}^{5}$, the preferred approach for assembling atomic arrangements has been the lateral positioning of atoms or molecules evaporated onto a flat metal surface, most notably the (111) crystal surface of copper ${ }^{12-15}$. Although ideal for experiments comprising up to several hundreds of constituents, the absence of a large-scale defect-free detectable grid on this surface prohibits the construction of architectures involving correlated lattice-placement of atoms separated by more than a few nanometres. Moreover, thermal motion of the adatoms restricts the technique to temperatures below 10 K . As we demonstrate in the following, we find that manipulation of missing atoms in a surface (vacancies) ${ }^{16-18}$, as opposed to additional atoms on top, permits a profound advance in our capability to build functional devices on the atomic scale.

For this purpose, we take advantage of the self-assembly of chlorine atoms on the $\mathrm{Cu}(100)$ surface ${ }^{19-22}$, forming a flat two-dimensional lattice with several convenient properties. First, it provides large areas of a perfect template grid, with a controllable coverage of vacancies. Second, the chlorine lattice remains stable up to a large density of vacancies and up to a relatively high temperature ( 77 K ). Third-and critical for our purpose-the precise location of the vacancies can be manipulated by scanning tunnelling microscopy (STM) with a very high level of control (and without the need to pick up atoms with the tip; that is, vertical atom manipulation). As we show, these properties allow us to position thousands of vacancies at predefined atomic sites in a reasonable timeframe. Comparably large atomic-scale data storage has been demonstrated before using individual Si atoms on top of a $\mathrm{Si}-\mathrm{Au}$ surface ${ }^{11}$, but, in contrast to the current work, the memory could be written only once, and the entire surface had to be regenerated to change a single bit.

The chlorinated copper surface was prepared in ultrahigh vacuum through the evaporation of anhydrous $\mathrm{CuCl}_{2}$ powder heated to $300^{\circ} \mathrm{C}$ onto a clean $\mathrm{Cu}(100)$ crystal surface. The crystal was pre-heated to $100-150^{\circ} \mathrm{C}$ before $\mathrm{CuCl}_{2}$ deposition for $\sim 12 \mathrm{~min}$ and kept at this temperature during the deposition and the 10 min post-anneal. This resulted in the formation of a square $c(2 \times 2)$ reconstruction of Cl atoms with a lattice constant $a$ of 0.36 nm . The Cl coverage (and therefore the vacancy coverage $x$ ) depends on the duration of evaporation. For most of the results presented here we used an evaporation time of 210 s , resulting in a vacancy coverage of $x=0.115$ (see Methods for details).

When imaged by STM, vacancies are resolved as square depressions $\sim 20-30 \mathrm{pm}$ deep (Fig. 1). According to density functional theory (DFT) calculations (see Methods), a Cl atom has to overcome an energy barrier of $\Delta=0.3 \mathrm{eV}$ in order to swap places with a neighbouring vacancy (Fig. 1a,b). As a result, the surface is resilient to tunnelling currents of up to $2 \mu \mathrm{~A}$ when imaged at positive sample voltages of $\sim 200 \mathrm{mV}$ or lower.

As shown in Fig. 1c,d, vacancies can be moved by injecting a current of $1.0 \pm 0.5 \mu \mathrm{~A}$ (error represents variations from tip to tip in the exact shape of the STM tip apex) at +500 mV sample voltage at a position $\sim 0.4 a$ along the way from the centre of the vacancy to the centre of the neighbouring Cl atom at the desired location. The STM feedback is kept switched on throughout the manipulation procedure. Although several attempts may be required to make a vacancy move, the directional reliability (that is, how often a vacancy moves in the desired direction once it moves) can be in excess of $99 \%$, depending on the tip shape. Controlled vacancy movement is limited to the $( \pm 1,0)$ and $(0, \pm 1)$ directions on the square Cl grid. Diagonal moves (for example, in the $(1,1)$ direction) were found to occur sporadically, but could not be induced controllably. See Supplementary Section 1 for a discussion on the manipulation mechanism.

In our structure, we define a pair consisting of a chlorine atom $(\mathrm{Cl})$ and a vacancy $(\mathrm{V})$ as a bit, where the $\mathrm{V}-\mathrm{Cl}$ configuration (as read from top to bottom in the STM scans) represents the ' 0 ' and $\mathrm{Cl}-\mathrm{V}$ the ' 1 '. To avoid vacancies directly neighbouring each other, which would render automated locking of the STM tip on individual vacancies impossible, we implemented a row of Cl atoms to separate bits in both the horizontal and vertical directions. For this reason, six lattice sites are needed for a bit, or 48 lattice sites for a byte (Fig. 2a), resulting in an optimal vacancy coverage of $x=1 / 6=0.167$.

We have not been able to controllably create or destroy vacancies without altering the tip apex. As a result, the vacancy coverage can be controlled only during sample preparation and cannot be changed afterwards. The bit arrays presented here were all made on a surface with $x=0.115$. To compensate for the vacancy deficiency in comparison to the optimal coverage, the memory is organized into blocks of 8 bytes ( 64 bits) as shown in Fig. 2b-d, separated by a margin of four unit cells. Constructing this block
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Figure 1 | Hopping mechanism of a Cl vacancy on chlorinated $\mathrm{Cu}(100)$. a, Atomic structure around a vacancy, calculated by DFT. Cl atoms (blue) are found to relax slightly towards the centre of the vacancy with respect to their original locations (dashed lines). b, DFT calculations provide the height profile and the corresponding potential energy of a Cl atom during a switch. c, Consecutive STM images (tunnelling current $I=2.00 \mathrm{nA}$, sample bias voltage $V=+500 \mathrm{mV}$, temperature $T=1.5 \mathrm{~K}$ ) of a vacancy being hopped in all four directions. The tip position for each manipulation is designated by a red dot. d, Measured tip height during a successful (blue) and an unsuccessful (red) manipulation. Yellow and cyan curves show the lateral tip position (see inset) and applied tunnelling current setpoint, respectively. $V=+500 \mathrm{mV}$ throughout the manipulation. After the manipulation, the tip visits the original location of the Cl atom and the target position. Variations in the tip height between these two positions indicate whether the manipulation has been successful.
configuration requires a vacancy coverage of $x=0.118$, which is within $3 \%$ of the actual coverage. These blocks form a convenient way to organize the data. A readout and a rewrite of a block take $\sim 1$ and 2 min , respectively.

We make use of an autonomous manipulation method ${ }^{23}$ (see Methods) that permits the construction of large memories. A marker at the top left of each block defines the scan frame and the lattice for the complete block. After scanning the area, the positions of all vacancies are determined via image recognition. Next, a pathfinding algorithm is used to calculate the building sequence, guiding the vacancies to their respective final positions. The markers for adjacent blocks are built automatically as part of the construction, and leftover vacancies are swept to the side to be used in future blocks. Automated construction of a complete block takes on the order of 10 min (Supplementary Movie 1).

The scalability of the technique is demonstrated in Fig. 3 and Supplementary Fig. 1, which show a complete memory consisting of 1,016 bytes ( 8,128 atomic bits) written to two different texts. Owing to local defects or contaminants, some areas are not suitable for building switchable bits. Such local imperfections do not need to affect the functionality of the memory. By properly defining markers consisting of several vacancies, blocks can be designated as broken and will be skipped in the reading and writing sequences. Additional markers, denoting, for example, the start or end of a line,




Figure 2 | Data-encoding principle. a, Diagram showing the smallest possible byte, provided that vacancies are not direct neighbours. The byte is set to represent the binary ASCII code for the character 'e'. b-d, STM images ( $I=2.00 \mathrm{nA}, V=+500 \mathrm{mV}, T=1.5 \mathrm{~K}$ ) of a 64-bit block, written as all Os (b), a text (c) and all 1s (d).
allow for fully automated navigation of the STM tip through the memory. More complex markers may be designed to allow travel of the STM tip over longer distances and in arbitrary directions. Because $12 \%$ of blocks are not suitable for data storage, the actual areal density of the complete memory decreases to 0.778 bits $\mathrm{nm}^{-2}$, or 502 terabits per square inch.

Our DFT calculations permit an order of magnitude estimate of the single-vacancy switching rates. The estimated attempt frequency for a Cl atom to overcome the energy barrier $\Delta=0.3 \mathrm{eV}$, obtained for the small oscillation analysis around the equilibrium position, yields $\Gamma_{0}=48 \mathrm{THz}$. Thus, we can estimate the thermally activated switching rate $\Gamma_{0} \exp \left(-\Delta / k_{\mathrm{B}} T\right)$, where $k_{\mathrm{B}}$ is the Boltzmann constant, to be in the range of $1 \times 10^{-5} \mathrm{~Hz}$ (several hours lifetime) at a temperature $T=77 \mathrm{~K}$, although large error bars have to be assigned due to the exponential dependence on $\Delta$. As shown in Fig. 4a and Fig. 4b, taken 44 h apart at 77.5 K , the manipulated vacancies are found experimentally to be stable for at least that amount of time, provided they are properly positioned. Vacancies arranged within two unit cells of each other are found to settle into a lower energy state within tens of minutes at this temperature (Supplementary Fig. 2).

To understand the vacancy-vacancy interaction, we computed several configurations with two vacancies (Fig. 4c) in a supercell of up to $5 \times 5 \mathrm{Cl}$ atoms. We find that the minimal energy configuration for a pair is the diagonal dimer, that is, two consecutive vacancies along the $(1, \pm 1)$ direction, which explains the observed high natural abundance of these. This finding goes a long way to account for the formation of a stripe phase with coexisting domains along the ( $1, \pm 1$ ) directions, observed near $x=1 / 3$ (Fig. 4d). Monte Carlo simulations (see Methods), using the vacancy-vacancy interactions discussed above (Fig. 4e), are in very good agreement with the experiment and show that this system provides an ideal physical realization of a lattice gas model, for which stripe phases are expected ${ }^{24}$.

Having several thousands of single-atom bits represents a significant step forward in the field of atomic-scale electronics. An important improvement still to be made is an increase in the readout speed. To this end, the memory would have to be scanned in constant height mode rather than constant current mode. At constant tip height, using settings similar to those presented here, the current difference between a Cl atom and a vacancy is on the order of 1 nA . Demonstrated high-frequency STM electronics ${ }^{25}$ allow a 1 nA signal to be measured at a bandwidth of 1 MHz , suggesting that readout speeds on the order of $1 \mathrm{Mb} \mathrm{s}^{-1}$ should be attainable. The required scan speed of $0.36 \mathrm{~mm} \mathrm{~s}^{-1}$ can be achieved by using video-rate $S T M^{25}$. There is no physical limitation that prevents the fabrication of much larger in-plane atomic memories.


Figure 3 | Kilobyte atomic memory. STM image ( $96 \times 126 \mathrm{~nm}, I=2.00 \mathrm{nA}, V=+500 \mathrm{mV}, T=1.5 \mathrm{~K}$ ) of a 1,016-byte atomic memory, written to a passage from Feynman's lecture 'There's plenty of room at the bottom' ${ }^{26}$. The various markers used are explained in the legend below the images. The memory consists of 127 functional blocks and 17 broken blocks, resulting in an overall areal density of 0.778 bits $\mathrm{nm}^{-2}$


Figure 4 | Thermal stability and vacancy-vacancy interactions.
a, STM image ( $I=300 \mathrm{pA}, V=+200 \mathrm{mV}$ ) of arranged vacancies measured at $77.5 \mathrm{~K} . \mathbf{b}$, As in a, but taken 44 h later. c, DFT calculations on the energetics of pairs of vacancies, indicating that orientations along the $(1,1)$ direction are strongly favoured over orientations along the $(1,0)$ direction. d, STM image ( $I=500 \mathrm{pA}, V=+500 \mathrm{mV}, T=1.5 \mathrm{~K}$ ) taken at a vacancy coverage of $x=0.309$, showing a stripe pattern. $\mathbf{e}$, Monte Carlo simulation for $T=100 \mathrm{~K}$ of a two-dimensional vacancy gas with $x=1 / 3$ and vacancyvacancy interactions as shown in $\mathbf{c}$. The cell size is $60 \times 60$, and the result is shown after 400,000 steps starting from a random distribution.

Translating the two-dimensional storage density presented here to three dimensions, would-assuming a modest vertical pitch of 5 nm -allow the storage of the entire US Library of Congress in a cube $100 \mu \mathrm{~m}$ wide.

## Methods

Methods and any associated references are available in the online version of the paper.
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## Methods

Experimental methods. For most of the results presented here we used an evaporation time of $\tau=210 \mathrm{~s}$, resulting in a vacancy coverage of $x=0.115 \pm 0.004$, where the error is based on the square root of the total number of vacancies counted. Different sample preparations with the same settings gave $x=0.039 \pm 0.004$ for $\tau=210 \mathrm{~s}, x=0.038 \pm 0.004$ for $\tau=225 \mathrm{~s}$ and $x=0.17 \pm 0.05$ for $\tau=240 \mathrm{~s}$.
To properly study the relation between Cl coverage and evaporation time, one would need a separate means of measuring the evaporation rate (our STM system is not equipped with this).

The Cl-terminated $\mathrm{Cu}(100)$ surface seems very inert. The sample used for most of the experiments (with $x=0.115$ ) has been in our STM for more than 6 months (at a pressure $p<10^{-10} \mathrm{mbar}$ ) without any noticeable degeneration, both in surface appearance and reliability of vacancy manipulation. This suggests that less stringent conditions than ultrahigh vacuum may be acceptable.

Autonomous vacancy manipulation. The procedure for the automatic assembly of vacancy arrays works as follows. First, a marker is built at the top left of the area designated for a 64-bit data block. To define the scan frame, the STM tip locks onto one of the vacancies in the marker, using an atom tracker sequence. Provided that the scan angle and piezo calibrations are fixed, only one marker is needed to fully define the scan frame.

After completing a scan, image recognition is used to identify the positions of all the vacancies in the scan. The initial configuration is compared to the desired final configuration and each vacancy is assigned to a final position by means of the Munkres algorithm ${ }^{27}$, attempting to minimize the total distance to be traversed. Vacancies are guided to their destinations using an $\mathrm{A}^{*}$ pathfinding algorithm ${ }^{28}$, which prevents vacancies from running into each other or forming dimers.

The computer program keeps a list of assignments that still need to be completed and sends commands to the STM accordingly. Commands include 'move tip to vacancy at <location>' and 'move vacancy into <direction>'. The assignments are based on the current configuration of vacancies as tracked by the program. The STM sends the outcome of each task back to the program. If the STM reports that a vacancy moved in the wrong direction, assignments are recalculated based on the new configuration.

A particular difficulty in the guiding process is to prevent vacancies from blocking each other so that their final position cannot be reached. For this situation we use the following procedure. We identify the vacancies that form a blockage to a specific final position and sort these in order of increasing distance to this position. Next, we move the first vacancy on the list to the final position, the second vacancy to the former position of the first vacancy and so on.

DFT calculations. DFT calculations were carried out with the Quantum Espresso package ${ }^{29}$, using the PBE exchange correlation functional and PAW pseudopotentials. Relaxation of a unit cell with one Cl and four Cu layers showed that the top layer does not suffer strong deformations. This result did not show an important dependence on the number of Cu layers, remaining unchanged even with only two Cu layers. The structural changes in the presence of a Cl vacancy were calculated in a $3 \times 3$ super-cell, allowing full relaxation of the system. The main changes appeared in the position of the Cl atoms, which were pushed towards the site with the missing Cl atom. In comparison, the positions of the Cu atoms barely changed.

The lowest-energy path for a vacancy, shown in Fig. 1b, was calculated in the $3 \times 3$ unit cell, moving the position of one of the Cl atoms towards the vacancy, and calculating its energy in every step. In this calculation we constrained the position of all the Cl atoms except the mobile one. The mobile atom had the position in the direction of the vacancy fixed, whereas the other two coordinates were allowed to
relax. The path followed by the Cl atom was above the Cu atom, avoiding becoming closer to other Cl atoms. The energetics of the path did not depend strongly on whether the other atoms were allowed to fully relax or not.

For calculation of the vacancy-vacancy interaction, $5 \times 5$ supercells with two Cl vacancies were chosen. The different arrangements of vacancies were calculated, allowing all the Cl atoms to relax. We find that the vacancies have a first-neighbour repulsive interaction, preferring a diagonal arrangement. Qualitative results do not depend on whether the Cu atoms are also allowed to relax. The same calculation with a $4 \times 4$ unit cell gave similar results.

Monte Carlo simulations. From the energetics of the DFT calculation for the vacancy-vacancy interaction, we can build a classical lattice gas model defined on the square lattice $S$. In this model, each site can be either full or empty. For a given configuration, the energy of the system is

$$
\mathcal{U}=\sum_{\mathbf{r}, \mathbf{r}^{\prime} \in S} f\left(\mathbf{r}-\mathbf{r}^{\prime}\right) n_{\mathbf{r}} n_{\mathbf{r}^{\prime}}
$$

where $n_{\mathbf{r}}$ is the occupation of site $\mathbf{r}$ ( 1 for a vacancy, 0 for a filled Cl site). The interaction $f\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ affects every pair of vacancies and its value is taken from the energetics obtained by DFT:

$$
f\left(\mathbf{r}-\mathbf{r}^{\prime}\right)=\left\{\begin{array}{lll}
0.144 & \text { if } & \mathbf{r}-\mathbf{r}^{\prime} \in\{(1,0),(0,1),(-1,0),(0,-1)\} \\
0.102 & \text { if } & \mathbf{r}-\mathbf{r}^{\prime} \in\{(2,0),(0,2),(-2,0),(0,-2)\} \\
0.013 & \text { if } & \mathbf{r}-\mathbf{r}^{\prime} \in\{(2,1),(1,2),(-2,1),(1,-2),(2,-1), \\
& & (-1,2),(-2,-1),(-1,-2)\} \\
0.004 & \text { if } & \mathbf{r}-\mathbf{r}^{\prime} \in\{(2,2),(2,-2),(-2,2),(-2,-2)\} \\
0 & \text { otherwise }
\end{array}\right.
$$

where the energies are in eV . Using the standard Metropolis update algorithm, we carry out Monte Carlo simulations within the canonical ensemble, that is, with a fixed total number of vacancies, at a given temperature $T$. The temperature enters in the Metropolis update as the tolerance for accepting a new configuration with higher energy. Starting from an initial random configuration, at every step the update algorithm attempts to move a random vacancy to a random neighbouring filled site. For $T \rightarrow 0$, only new configurations that lower the energy are accepted, so a local energy minimum is finally reached. For $T \rightarrow \infty$, any new configuration is accepted, leading to a fluctuating and disordered state.

Starting from a randomly generated configuration, the Monte Carlo evolution drives the system towards a local free energy minimum. The system develops different domains with stripes in different directions, as observed in the experiment. For the calculations in the main text, a relaxation of 400,000 steps was carried out. Finally, it is worth noting that the results do not change qualitatively if a simpler interaction is assumed:

$$
f\left(\mathbf{r}-\mathbf{r}^{\prime}\right)= \begin{cases}0.144 & \text { if } \mathbf{r}-\mathbf{r}^{\prime} \in\{(1,0),(0,1),(-1,0),(0,-1)\} \\ 0 & \text { otherwise }\end{cases}
$$
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