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Bacteria and fungi drive the decomposition of dead plant biomass (litter), an important step in the
terrestrial carbon cycle. Here we investigate the sensitivity of litter microbial communities to
simulated global change (drought and nitrogen addition) in a California annual grassland. Using
16S and 28S rDNA amplicon pyrosequencing, we quantify the response of the bacterial and fungal
communities to the treatments and compare these results to background, temporal (seasonal and
interannual) variability of the communities. We found that the drought and nitrogen treatments both
had significant effects on microbial community composition, explaining 2-6% of total composi-
tional variation. However, microbial composition was even more strongly influenced by seasonal
and annual variation (explaining 14-39%). The response of microbial composition to drought varied
by season, while the effect of the nitrogen addition treatment was constant through time. These
compositional responses were similar in magnitude to those seen in microbial enzyme activities
and the surrounding plant community, but did not correspond to a consistent effect on leaf
litter decomposition rate. Overall, these patterns indicate that, in this ecosystem, temporal
variability in the composition of leaf litter microorganisms largely surpasses that expected in a
short-term global change experiment. Thus, as for plant communities, future microbial communities
will likely be determined by the interplay between rapid, local background variability and slower,

global changes.

The ISME Journal (2015) 9, 2477-2489; doi:10.1038/ismej.2015.58; published online 15 May 2015

Introduction

Leaf litter microorganisms have an important role
in terrestrial ecosystems through their effects on
decomposition rates and carbon cycling (Swift et al.,
1979; Schimel and Schaeffer, 2012). Microbial
communities in general (Allison and Martiny, 2008;
Singh et al., 2010), and leaf litter communities in
particular (Allison et al., 2013), are sensitive to
global changes in climate and nutrient availability.
The variety of pathways by which such changes can
affect leaf litter communities, however, complicates
predictions of future responses. Changes in the
abiotic environment can directly alter the growth
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and survival of particular microbial taxa. For
example, moisture determines the physical connec-
tivity of the terrestrial matrix, and desiccation stress
can result in population extinction and decreased
community diversity (Seifert, 1961; Treves et al.,
2003; Castro et al., 2010; Sheik et al., 2011). In
addition, environmental change might affect the leaf
litter community indirectly via changes in the plant
community and the quality or quantity of leaf litter
(Kominoski et al., 2009; Cleveland et al., 2014). To
complicate matters further, shifts in microbial
composition are just one route by which environ-
mental change impacts leaf litter decomposition.
Decomposition rates are also influenced directly by
abiotic conditions and changes in litter quality (for
example, Mcclaugherty et al., 1985; Cotrufo et al.,
1994; Cleveland et al., 2014).

To understand the importance of these different
response pathways, we investigated leaf litter
microbes and their functioning in a well-replicated,
global change experiment (Potts et al., 2012; Kimball
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et al., 2014). Southern California grasslands are
currently experiencing a range of environmental
changes. Projections for California over the next 50
years suggest that annual temperature will increase
by 3°C and that precipitation will decrease by 10—
25% (CEC, 2003). These changes are expected to
drastically affect Mediterranean-type ecosystems
where water availability is a key environmental
constraint (Specht et al., 1983; Larcher, 2000).
Indeed, most of the mean annual precipitation falls
almost exclusively from November through April,
with a predictable summer drought from May
through October (Arguez et al., 2012). Further,
nitrogen deposition rates in southern California are
among the highest in the United States, with
deposition ranging from 2.5 to 4.0gNm *year " in
many regions (Fenn et al., 2003). If these rates
continue, nitrogen loading will remain a significant
driver of southern California’s ecosystems (Padgett
and Allen, 1999; Fenn et al., 2003; Zavaleta et al.,
2003).

In temperate ecosystems, microbial responses to
global change must be considered in light of
temporal variation and, particularly, seasonal varia-
tion. Although previous studies have examined the
response of microbial composition to environmental
change over multiple years (for example, Sheik et al.,
2011; Gutknecht et al., 2012), only a handful have
considered the effect of seasonal variation on these
responses (for example, Lage et al., 2010; Bell et al.,
2014). However, the fast generation times of
microbes mean that composition can turnover
quickly, even across seasons (Bardgett ef al., 1999;
Kennedy et al., 2006; Habekost et al., 2008; Cregger
et al., 2012; Gutknecht et al., 2012). We hypothesize
that this high background variability will have
several, important consequences for global change
responses. First, the response of microbial commu-
nities to an incremental, mean change in the abiotic
environment will be relatively difficult to detect
compared with slower growing organisms, such as
plants. Specifically, seasonal variation will greatly
exceed the variation owing to global change (or
global change treatments). Second, the response of
microbial communities to environmental change
will depend on the time of year. Seasonal variation
in the traits of the microbial community could alter
its response to environmental change (Bardgett et al.,
1999; Niklaus et al., 2003; Cregger et al., 2012).
Third, season-dependent responses will be particu-
larly strong when the environmental parameter also
varies seasonally. For instance, a drought treatment
might shift the phenology of the microbial commu-
nity (for example, promote an early appearance of
the dry season community during the wet season).
To test these hypotheses, we compared the composi-
tional and functional responses of leaf litter micro-
organisms over 2 years (years 4 and 5 of the
ecosystem manipulation). We characterized bacterial
and fungal composition by amplicon pyrosequen-
cing of the 16S and 28S rRNA genes and assayed
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functioning by potential enzyme activities and litter
decomposition rates.

Materials and methods

Experimental design

The study area is a California grassland ecosystem
5 km north of Irvine, CA, USA (33°44’ N, 117°42’ W,
365 m elevation) that is dominated by exotic annual
grasses and forbs. For this experiment, we used a
subset of plots from an existing field manipulation of
precipitation and nitrogen inputs that began in
February 2007 (Potts et al., 2012; Allison et al.,
2013). We utilized two levels of precipitation
(ambient and ~50% reduction) applied at the plot
scale (6.1mx12.2m) and two levels of nitrogen
(ambient or 60kgNha~"year' added) applied to
subplots within precipitation treatments. This design
is replicated in eight experimental blocks. Within
each block, we used subplots with (1) ambient
precipitation and ambient nitrogen (‘control’ plots),
(2) reduced precipitation+ambient nitrogen (‘drought’
plots), and (3) ambient precipitation+added nitrogen
(‘nitrogen addition’ plots). Drought was imposed by
covering the plots (using polyethylene sheeting over
steel arch frames) only when rainfall was forecast,
and the covers were removed soon after rainfall. A
previous study at this site reported that litter derived
from the nitrogen addition treatment contained
significantly more nitrogen, cellulose and hemicel-
lulose but lower concentrations of lignin (Allison
et al., 2013). Similarly, litter decaying in the drought
plots contained significantly more nitrogen and
protein and significantly lower concentrations of
cellulose, hemicellulose and lignin (Allison et al.,
2013). Surface soil moisture (0 cm depth) was also
significantly lower in drought plots than plots in
the ambient treatment (two sample t-test, P>0.001;
unpublished data).

Litter sample collection

Surface litter was collected from eight replicate plots
for each environmental treatment (ambient, reduced
precipitation and nitrogen addition) four times a year
for 2 years (3 treatments x 8 times x 8 replicates =192
samples). The collection dates roughly corresponded
to seasonal sampling and occurred on 14 April 2010,
20 August 2010, 17 December 2010, 28 February 2011,
10 June 2011, 21 September 2011, 14 December 2011
and 12 March 2012. We define the first four dates as
year 1 and the last four dates as year 2. For each
collection, litter was randomly sampled three times
from a roughly 4 m” section of a plot, combined and
stored on ice for approximately 2h. Litter samples
were ground using a blade coffee grinder (KitchenAid
model BCG1110B, Benton Harbor, MI, USA) for
approximately 1 min, and 0.05 g of ground litter was
flash frozen using liquid nitrogen and stored at — 80 °C
for DNA extraction.



DNA extraction

Microbial DNA from all litter samples was extracted
following a previously published procedue (DeAngelis
et al., 2009), with a few modifications. Briefly, samples
were extracted in lysing matrix E tubes (MP Biome-
dicals, Santa Ana, CA, USA) using a hexadecy-
l-trimethylammonium bromide (CTAB) extraction
buffer, which is 10% CTAB, 500 mm phosphate buffer,
and 1M sodium chloride; a final concentration of
100 mm aluminum ammonium sulfate was also added
(Braid et al., 2003), along with phenol-chloroform—
isoamylalcohol (25:24:1). Following bead-beating in a
FastPrep FP120 (Bio101, Vista, CA, USA) at 5.5ms™"
for 45s, extracts were purified with chloroform.
Nucleic acids were precipitated in 30% polyethylene
glycol (PEG-NaCl) 6000, washed once with 70%
ethanol and reconstituted in water. These extracted
nucleic acids were then cleaned using an AllPrep Kit
(Qiagen, Valencia, CA, USA) and then used for PCR
amplification.

Microbial community sequencing

For the bacteria, 2ul of a 1:10 dilution of DNA
(median of 7.4 ng DNA; lower and upper quartiles of
4.8 and 10.1 ng DNA, respectively) from each extract
was added to a PCR cocktail containing 1.2 units of
HotStarTaq polymerase (Qiagen), 1x PCR buffer
supplied by the manufacturer, 200 pm of each dNTP,
0.7 M of each primer and H,O to a final volume of
25pul. 16S rRNA gene amplification used concate-
mers containing the universal primer 907 R (Lane,
1991), an 8- bp multiplex tag and the 454 ‘B’ adaptor
CCTATCCCCTGTGTGCCTTGGCAGTCTCAG (in the
reverse direction) and the complimentary primer
515F (Turner et al., 1999) and the 454 ‘A’ adaptor
CCATCTCATCCCTGCGTGTCTCCGACTCAG (in the
forward direction). Following an initial denaturation
step at 95 °C for 5 min, PCR was cycled 35 times at
95°C for 30s, 63 °C for 45s, 72°C for 30s, with a
final extension at 72 °C for 10 min. We acknowledge
that 35 cycles is relatively high and may exacerbate
amplification bias, but we wanted to follow the Earth
Microbiome protocol (Caporaso et al., 2012) for
comparison to their extensive database.

For the fungi, the same PCR cocktail was used as
above except the concentration of each primer was
reduced to a final concentration of 0.4 pm. 28S rRNA
gene amplification used concatemers containing the
fungal-specific LROR (Tedersoo et al., 2008), an 8-bp
multiplex tag, and the 454 ‘B’ adaptor (in the forward
direction) and the complimentary primer LR5F
(Tedersoo et al., 2008) with the 454 ‘A’ adaptor (in
the reverse direction). Following an initial denatura-
tion step at 95 °C for 3 min, PCR was cycled 35 times
at 95 °C for 30s, 54 °C for 45s, 72 °C for 50 s, with a
final extension at 72°C for 10min. For both the
bacteria and fungi, each aliquot was amplified twice
and subsequently pooled to reduce the effect of
random PCR amplification.
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PCR products were cleaned using the Agencourt
AMPure XP PCR Purification Kit (Beckman Coulter
Inc., Indianapolis IN, USA) following the manufac-
turer’s instructions, quantified using a Quant-iT (Life
Technologies, Grand Island, NY, USA) Assay Kit and
a Synergy 4 microplate reader (BioTek, Winooski,
VT, USA), pooled into equimolar concentrations and
pyrosequenced at the Duke University ISGP Sequen-
cing Facility on a 454 Life Sciences FLX sequencer
using Titanium chemistry (454 Life Sciences, Bran-
ford, CT, USA). 16S and 28S rRNA amplicons were
run in separate regions of a gasketed plate. Addi-
tionally, the two sample years were prepared and
sequenced separately, which could contribute addi-
tional, artificial variation across the sample years.

Characterization of the microbial community
using metagenomic sequencing was obtained from
Berlemont et al., 2014. Briefly, DNA extracts were
pooled such that each collection date and environ-
mental treatment combination contained two repli-
cates (8 dates x 3 treatments x 2 replicates =48 DNA
libraries in total). Metagenomic libraries were pre-
pared using a Truseq Library Kit (Illumina, San
Diego, CA, USA) and sequenced with an Illumina
HiSeq2000 (100-bp paired ends). Taxonomic origin
of the sequences down to the genus level was
obtained using the M5NR database.

Plant community

Plant community composition data used in this
study are from Kimball et al. (2014). Species
composition and fractional cover was determined
in all plots by point intercept during early to mid-
April of 2010 and 2011, coinciding with late flowering
and maximum seed set. Briefly, two 160 x 60 cm?
PVC frames with 10-cm interval grids were posi-
tioned within each plot. A stiff wire was dropped
from each grid point, and the first-intercepted
species was recorded. The point was recorded as
plant litter or bare soil if live plant material was not
encountered. The number of interceptions for each
species was summed within a plot to calculate
fractional cover. Fractional cover data of all species
observed (22 in total) were used to generate a Jaccard
and Bray—Curtis distance matrix. Only plant data
collected from plots used for microbial sampling
were used in the analyses.

Extracellular enzyme activily

The potential activities of nine extracellular enzymes
involved in carbon and nutrient cycling were
assayed as described in Alster et al. (2013)
(Table 1). Briefly, litter samples were collected
seasonally from September 2011 to March 2013
(seven sample dates in total) and frozen at —80°C
until analysis. Sample homogenates were prepared
by mechanically homogenizing 0.1 g of litter in 60 ml
of 25 mm maleate buffer (pH 6.0). The homogenates
were continuously stirred while dispensing 200 pl
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per well into 96-well microplates with eight replicate

wells per sample per assay. Fluorimetric enzyme
assays were performed according to the methods
described in German et al. (2011) and Alster et al.
(2013), and oxidative enzymes were measured using
a colorimetric assay described in Allison and Jastrow
(2006) and Alster et al. (2013). The potential
activities (in pmolg="h~") of all nine enzymes were
used to generate a Euclidian distance matrix of all
samples.

Substrate concentration
200 pm
800 pm
400 pMm
400 pMm
200 pm
200 pMm
400 pMm
1000 pMm
1000 pMm

Leaf litter decomposition

To assess how the environmental treatments influ-
enced leaf litter decomposition rates, we analyzed a
subset of the data from a litterbag study previously
conducted at this site (Allison et al., 2013). Briefly,
litterbags containing 2 g (dry weight) of litter from
the drought, nitrogen addition or ambient plots were
placed into nylon membrane bags with 0.45-pm
pores and sterilized with at least 22 kGy gamma
irradiation. Sterile litter bags were then reinoculated
with 50 mg of air-dried, ground (Wiley mill, 1-mm
mesh, Swedesboro, NJ, USA) non-sterile litter col-
lected from drought, nitrogen addition or ambient
plots. Litterbags were placed in the field on 15
December 2010, and subsets were retrieved on 3
March 2011, 14 June 2011 and 14 November 2011 for
analysis of percentage of mass loss. Fresh litter in
each bag was weighed, and a subsample was dried to
a constant mass at 65°C to obtain dry weight; all
mass losses are reported as percentage of initial dry
mass. For this study, we only analyzed ‘control’
litterbags whose litter contents, microbial inoculum
and deployment environment were all from the
same environmental treatment (8 litterbags x 3 treat-
ments x 3 dates =72 litterbags in total).

4-MUB-a-p-glucopyranoside

4-MUB phosphate
4-MUB-p-p-glucopyranoside
4-MUB-p-p-xylopyranoside
4-MUB-B-p-cellobioside
L-leucine-7-amido-4-methylcoumarin
hydrochloide
4-MUB-N-acetyl-B-p-glucosaminide

Substrate
Pyrogallol
Pyrogallol

Mineralizes organic P into phosphate

Cellulose degradation
Degrades lignin and other aromatic

Starch degradation
Hemicellulose degradation
Cellulose degradation
Peptide breakdown

Chitin degradation

polymers

Catalyzes oxidation reactions

Function

Sequence analysis

Pyrosequencing data were processed using the
QIIME (version 1.6.0) toolkit (Caporaso et al., 2010)
with the following parameters: quality score >50,
sequence length > 300 and <700 for fungi and > 200
and <550 for bacteria, maximum homopolymer of 6,
6 maximum ambiguous bases, and 0 mismatched
bases in the primer. Sequences were denoised using
Denoiser (Reeder and Knight, 2010), and operational
taxonomic units (OTUs) were picked at the 97%
identity level using UCLUST (Edgar, 2010) in QIIME.
Fifteen of the 192 samples were excluded from the
analyses for which quality data were not obtained.
Because the number of reads in the remaining
samples varied widely (623—42 560, median = 6410),
we generated median Bray—Curtis distance matrices
based on 100 random sub-sampling of the full fungal
and bacterial OTU-by-sample matrices. Briefly, 100
OTU-by-sample matrices were created in QIIME
such that each matrix contained samples with the
same number of bacterial (623) or fungal (2269)
sequences (the number of sequences in the smallest

Abbreviation
BG

BX

CBH

LAP

NAG

PPO

PER

Table 1 Extracellular enzymes assayed in litter decaying in a southern California grassland and their abbreviations, functions, corresponding substrates and final substrate concentrations

N-acetyl-p-p-glucosaminidase

Enzyme

a-Glucosidase

Acid phosphatase
B-Glucosidase
p-Xylosidase
Cellobiohydrolase
Leucine aminopeptidase
Polyphenol oxidase
Peroxidase
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sample). For each of these matrices, a Bray—Curtis
distance matrix was created. Then, for each pairwise
sample-to-sample comparison, the median value
across the 100 distance matrices was chosen to make
up the final median Bray—Curtis matrix used in the
data analyses.

The taxonomic identity of OTUs was assigned to
bacteria by reference to the Greengenes database
(DeSantis et al., 2006) using the naive RDP classifier
within QIIME (Wang et al., 2007) and to fungi by
reference to the 28S LSU RDP database using
BLAST. QIIME was also used to determine the
Shannon diversity (a diversity metric) of all libraries
on the rarefied OTU matrix (Caporaso et al., 2010).
Unprocessed sequences are available through
NCBI's Sequence Read Archive (accession number
SRP041807).

Data analysis

We analyzed microbial diversity and enzyme activ-
ity data using a factorial mixed-model analysis of
variance (ANOVA; hereafter ‘overall ANOVA’). The
model included plot treatment (ambient, drought or
nitrogen addition) and collection date (hereafter
referred to as season) nested within year as fixed,
categorical effects and year and block as random
effects, along with the season and plot treatment
interaction. Plant data were analyzed using the same
model but without the season and season and plot
treatment interaction variables. Decomposition data
were analyzed using a mixed-model ANOVA with
plot treatment (ambient, drought or nitrogen addi-
tion) and time (3, 6 and 11 months) as fixed factors
and block as a repeated-measure, random effect. All
analyses were conducted in the R software
environment.

Permutational multivariate analysis of variance
(PERMANOVA) was used to test the effects of
experimental factors on the distribution of microbial
enzyme activity and bacterial, fungal and plant
community composition. The microbial and enzyme
models included plot treatment (ambient, drought or
nitrogen addition) and season nested within year as
fixed effects and year and block as random effects,
along with the season and treatment interaction. The
plant model included plot treatment as a fixed effect
and year and block as random effects. PERMANOVA
analyses were conducted using partial sums of
squares on 999 permutations of residuals under a
reduced model. When the model returned nonsigni-
ficant variables, these terms were removed and
model was run again until all terms in model had a
P-value of <0.05. Terms with lowest mean square
were removed first. Multivariate analysis was con-
ducted using PRIMER6 and PERMANOVA+ (Primer-
E Ltd, Ivybridge, UK). Statistical routines are
described in (Clarke and Warwick, 2001) and
(Anderson et al., 2008).

To test whether the compositional differences
were correlated between the microbial and plant
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communities, we performed a Mantel test based on
999 permutations using both Jaccard and Bray—Curtis
matrices. We also determined whether the overall
profile of enzymatic activity was correlated with
bacterial or fungal composition. For litter samples
where we had both microbial composition and
potential enzyme activity data (72 samples), we first
used a Mantel test to compare a Euclidean distance
matrix of all enzyme activities and the microbial
Bray—Curtis matrix. To further investigate whether
overall enzyme activity could be explained by
particular microbial taxa, we performed a distanced-
based linear model test in PRIMERS using the relative
abundance of the top 20 bacterial and fungal OTUs as
predictor variables. Analyses were conducted using a
step-wise selection procedure to maximize the
adjusted R? based on 999 permutations.

Results

Leaf litter microbial composition

We characterized 2199 bacterial and 830 fungal
OTUs using a 97% sequence similarity cutoff from
roughly 1.2 and 1.3 million high-quality sequences,
respectively (Table 2). Most of the bacterial OTUs
were classified as Proteobacteria (28%), Bacterio-
detes (16%) or Actinobacteria (15%), with Plancto-
mycetes (11%) and Firmicutes (10%) comprising
notable fractions as well. The vast majority of the
fungal OTUs were classified as Ascomycota (92%) or
Basidiomycota (8%), but OTUs classified as Chytri-
diomycota or Blastocladiomycota were also
detected. The majority of bacterial and fungal OTUs
were detected more than once (only 30% and 35%
were singletons, respectively) and in multiple sam-
ples. However, much of this diversity was not evenly
distributed across samples; 873 bacterial OTUs
(40%) and 281 fungal OTUs (34%) were unique to
one sample.

The most diverse bacterial phyla were also the
most abundant; Proteobacteria, Bacteriodetes, and
Actinobacteria made up 23, 26 and 49% of the
sequences, respectively. Notably, four OTUs (from
the genera Duganella, Curtobacterium, Frigoribacterium
and Kineococcus) were observed in all samples and
together represented approximately 40% of all
sequences (Supplementary Table S1). Indeed,
despite high total richness, a small number of
bacterial taxa dominated the samples; the two most
abundant OTUs, Curtobacterium and Frigoribacter-
ium (both in the Microbacteriaceae family), repre-
sented approximately 34% of the sequences and 20
OTUs made up 73% of all the sequences (Table 1
and Supplementary Table S1). This trend was even
more striking in the fungal community; six OTUs
(Capnodiales, Davidiellaceae OTU 1, Phaeosphaer-
iaceae OTU 1, Pleosporaceae OTU 1, Agaricostilba-
ceae and Tremellaceae) were observed in all samples
and together represented 83% of the sequences
(Supplementary Table S1). The top 20 most
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Table 2 Results of 454 pyrosequencing of bacterial and fungal communities across all samples (177 in total)

Variable Raw
Total Ambient Drought Nitrogen
Bacteria
Total sequences 1197 853 110271 36134 35511 38626
Median sequences/sample 5953 623 623 623 623
Total OTUs (97% similarity) 2199 935 573 621 589
Singleton OTUs 35% 38% 36% 36% 37%
Relative abundance of top 20 OTUs 73% 74% 74% 75% 73%
Median OTUs/sample 211 80 84 77 85
Mean Shannon diversity (+s.e.) — 4.46 (0.07) 4.49 (0.13) 4.35 (0.13) 4.54 (0.13)
Fungi
Total sequences 1261095 401613 136 140 129333 136 140
Median sequences/sample 6507 2269 2269 2269 2269
Total OTUs (97% similarity) 830 602 455 412 420
Singleton OTUs 30% 25% 24% 29% 27%
Relative abundance of top 20 OTUs 94% 93% 92% 94% 93%
Median OTUs/sample 97 64 71.5 59 65.5
Mean Shannon diversity (+s.e.) — 2.54 (0.04) 2.75 (0.09) 2.37 (0.06) 2.49 (0.07)

Abbreviation: OTU, operational taxonomic unit.

abundant fungal OTUs made up 94% of the
sequences (Table 2, Supplementary Table S1).

Although amplicon sequencing is known to suffer
from a variety of methodological biases, the broad
compositional results observed in our data sets were
also observed using metagenomic sequencing of the
same samples (Berlemont et al., 2014; Supplementary
Figure S1). The most abundant bacterial and fungal
phyla were detected in both the data sets. Although
families (the finest taxonomic resolution that can
generally be assigned to the metagenomic sequences)
were distributed more evenly in the metagenomes,
their relative abundances were positively correlated
across ribosomal DNA and metagenomic data sets
(Supplementary Figure S2). Additionally, the families
only detected in the metagenomes represented just
14% and 11% of the bacterial and fungal metage-
nomic sequences, respectively.

Treatment and temporal effects on microbial
composition
The drought and nitrogen addition treatments had
small but significant effects on microbial community
composition analysis (white and gray bars in
Figure 1; PERMANOVA: P<0.002 in all instances).
The main effect of the drought treatment explained
approximately 3% of the bacterial and 6% of the
fungal community composition. Additionally, the
main effect of the nitrogen treatment was consistent
for both the bacterial and fungal communities,
explaining roughly 2% of the changes in community
composition. Bacterial and fungal community even-
ness (mean + s.e.m.) was not significantly affected by
either of the environmental treatments (Table 3).
Although microbial composition was altered by the
environmental treatments, it was even more strongly
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influenced by annual and seasonal variation (Figures 1
and 2, Supplementary Figure S3). The interannual
variation can even be seen at the phylum level. For
example, 16S rRNA sequences identified as Actino-
bacteria, Bacteriodetes and Proteobacteria represented
43, 28 and 28% of all sequences in year 1 but shifted to
60, 25 and 22% in year 2. Microbial evenness also
varied by season (Table 3) and was lower during the
summer months than the rest of the year (Figure 3c).

Drought, but not nitrogen addition, interacted with
season to affect bacterial and fungal composition,
explaining 3% of the variation (Figure 1). Drought
was more likely to affect composition in samples
collected during the rainy season (Table 4). Further,
the drought x season interaction was apparent when
we repeated the analyses with just the abundant (top
20 OTUs) or rare taxa (not in the top 20)
(Supplementary Figure S5). Finally, the effect of
drought on fungal evenness also varied by collection
date (Table 3), although a seasonal trend was less
apparent (Table 4).

Given that the microbial response varied by season,
we next asked whether taxa that responded to the
drought manipulation responded in a similar way to
the dry, summer season. In general, the majority of
fungal taxa that decreased in relative abundance in
the drought treatment tended to have reduced relative
abundances during the summer, although this trend
was not statistically significant (y*=0.98, P=0.32;
Supplementary Figure S4b). The same trend was not
apparent for the bacteria; taxa that decreased in
relative abundance during the dry season were
equally likely to show increased or decreased relative
abundances in the drought manipulation (y*=0.25,
P=0.62; Supplementary Figure S4a).

Although the degree to which microbial composi-
tion responded to the two environmental treatments



was similar (comparing panels a and b in Figure 1),
the direction of responses did not appear to be linked
(Figure 4). Some taxa, such as Methylobacterium
OTU 2, had a higher relative abundance in the
nitrogen addition plots but decreased in relative
abundance in the drought plots. Other taxa, such as
Kineococcus and Pleosporaceae OTU 1, showed a

Table 3 Significant drivers of microbial community evenness
(Shannon diversity) from mixed model ANOVA results (reported
as P-values)

df Drought Nitrogen addition
x>  P-value X P-value
Bacterial community
Year 1 NS NS NS NS
Season 7 44 <0.001 37.8 <0.001
Treatment 1 NS NS NS NS
Treatment x season 7  12.3 0.09 NS NS
Block 1 7.21 <0.01 12.4 <0.001
Fungal community
Year 1 NS NS NS NS
Season 7 86.7 <0.001 84.8 <0.001
Treatment 1 NS NS NS NS
Treatment x season 7  23.3 <0.01 NS NS
Block 1 6.4 0.01 3.66 0.06

Abbreviations: ANOVA, analysis of variance; NS, not significant.
Season and Treatment terms are treated as fixed factors, while Year
and Block are treated as random factors. The variable Season is nested
within Year.
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positive response to the drought treatment but no
response to the nitrogen addition treatment. Three of
the most abundant fungal taxa (belonging to the
Dothioraceae, Phaeosphaeriaceae and Tricholomata-
ceae families) also had significantly lower relative
abundances in both the nitrogen addition and
drought treatments (Figure 4b).

Extracellular enzyme activities

\To investigate potential functioning of the microbial
decomposers, we assayed the potential activity of
extracellular enzymes in the leaf litter. Similar to the
bacterial and fungal communities, variation in
enzyme composition was not only most strongly
influenced by temporal variation (black bars in
Figure 1) but was also affected significantly by the
nitrogen treatment. When each enzyme was analyzed
individually, we also observed strong seasonal effects,
and in general, activities were lower in the dry
summer months (Supplementary Tables S2 and S3).
Some enzyme activities varied significantly across
environmental treatments. For example, acid phos-
phatase activity was significantly higher in the
nitrogen treatment than in the ambient treatment,
and polyphenol oxidase activity was significantly
lower in the drought treatment (Supplementary Table
S2). The potential activities of the three enzymes
(polyphenol oxidase, B-xylosidase and leucine ami-
nopeptidase) also had a significant interaction
between drought and season and were generally
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Figure 1 PERMANOVA multivariate components of variation for the bacterial (white), fungal (gray), microbial enzymes (black) and plant
(checkered) communities for each the drought (a) and nitrogen addition (b) treatments (average based on 999 unique permutations). Data
include samples from all collection dates (8 in total for microbial communities, 7 for enzyme concentrations and 2 for plant community).
The values plotted are the proportional sizes of the estimates of the variance components. All P-values <0.05.
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Figure 2 Non-metric multidimensional scaling ordination based
on Bray—Curtis similarities depicting (a) fungal and (b) bacterial
community composition in the second sampling year. The
samples collected during the same collection date are displayed
in the same symbol. The color of the symbols represent the plot
treatment: ambient conditions (blue), drought (yellow), or nitrogen
addition (green).

lower in the dry, summer months (Supplementary
Table S2). Although microbial composition and
enzyme activities varied similarly through time and
in response to the environmental treatments, micro-
bial composition was not correlated with the overall
profile of potential enzyme activities (Mantel tests:
P> 0.05). However, a selection of the most abundant
microbial taxa did correlate with enzyme activities. A
model of eight bacterial OTUs or five fungal OTUs
explained 13% and 23% of total variation in the
overall profile of enzymatic activity, respectively
(Supplementary Table S4).

Comparison to plant community
To put the variation in microbial composition into
perspective, we analyzed plant composition from the
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Figure 3 Average (*s.e.) maximum daytime temperature (a),
total monthly precipitation (b) and shannon index values (c) for
bacterial (white) and fungal (gray) communities across all
collection dates.

same plots. Although the plant and microbial data
sets are not entirely comparable (plant composition
was not measured across seasons), we could examine
interannual versus treatment variation. As with the
microbial communities, plant composition varied
largely through time (checkered bars in Figure 1).
Drought also altered plant composition (Figure 1a),
owing to a significant reduction of native grasses in
drought plots (Supplementary Table S5). Unlike the
microbial communities, however, nitrogen addition
treatment did not affect plant community composi-
tion (Figure 1b), although it did decrease
the relative abundance of native grasses and increase
the relative abundance of non-native grasses
(Supplementary Table S5). When we compared the
plant and microbial communities directly, we found
a significant positive correlation between plant
community composition (binary Jaccard distance)
at the end of each growing season and the microbial
communities (Bray—Curtis distance) the following
winter (rM=0.31, P=0.001 and t™M =0.22, P=0.001
for bacterial and fungal communities, respectively).
Thus plant and microbial communities appeared to
be similarly sensitive to the treatments and temporal
variability in this system.

Litter decomposition rates
Leaf litter mass generally declined through time,
with an average of 78-83% of initial litter mass
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Table 4 PERMANOVA and mixed model ANOVA analysis of bacterial and fungal community for each of the eight collection dates

Month Community composition Community evenness
Drought Nitrogen addition Drought Nitrogen addition
Bacteria Fungi Bacteria Fungi Bacteria Fungi Bacteria Fungi
Year 1
April 2010 NS 0.089 NS NS NS NS NS 0.009
August 2010 NS NS 0.069 NS NS 0.032 NS NS
December 2010 0.016 NS NS NS NS 0.001 NS NS
February 2011 0.043 0.042 NS NS 0.044 0.001 NS NS
Year 2
June 2011 NA NS NS NS NS 0.06 NS NS
September 2011 0.079 0.012 0.03 NS 0.098 NS 0.018 NS
December 2011 0.07 0.038 0.048 0.048 0.023 0.009 NS 0.019
March 2012 NS 0.013 NS 0.019 NS <0.001 NS 0.008

Abbreviations: ANOVA, analysis of variance; NA, not available; NS, not significant; PERMANOVA, permutational multivariate analysis of

variance.

Each model included the variables of Treatment and Block. The significant and marginal P-values for the variable Treatment are reported.

remaining after 11 months (Figure 5). Across all
time points, the drought and nitrogen addition treat-
ments did not significantly affect the fraction of
leaf litter decomposed (mixed-model ANOVA:
¥*=0.14, P=0.71 (drought) and »*=0.13, P=0.72
(nitrogen)). The response of decomposition to
drought varied by season, however. Decomposition
was significantly lower in the drought litterbags
after 6 months (mixed-model ANOVA: y*=22.2,
P<0.001; Figure 5). By the end of the dry season
(month 11), mass loss was again similar across
treatments.

Discussion

Climate and plant production are highly seasonal in
California grasslands. These factors are also known
to affect microbial composition either directly or
indirectly (Zak et al., 2003; Fierer et al., 2009;
de Vries et al., 2012). In light of this background
temporal variation, we quantified the compositional
and functional responses of grassland litter microbes
to two simulated global changes: drought and
nitrogen addition. The responses of microbial
composition to these treatments were consistent
with our three hypotheses. Both bacterial and fungal
composition varied strongly over seasons and years,
and these effects were larger than either environ-
mental treatment (Hypothesis 1). The response of
both microbial groups to drought depended on
season, however (Hypothesis 2). In contrast, their
responses to nitrogen were consistent among
seasons, supporting the idea that seasonal depen-
dence is stronger for highly seasonal factors, such as
precipitation (Hypothesis 3).

The response of microbial composition to the
treatments and temporal factors was mostly con-
cordant with the response of the functional potential
of the litter communities, as assayed by the potential

activities of extracellular enzymes. Of the variation
that could be explained, most of the variation in
enzymatic activity could be attributed to seasonal
and interannual variation and less so to the nitrogen
treatment. Unlike microbial composition, however,
drought did not significantly affect overall enzyme
activity, although the activity of many individual
enzymes (AG, AP, BX, NAG and PPO) tended to be
lower in the drought plots than the ambient plots.
Further, the enzyme response to drought seemed to
be less season dependent than the compositional
response. Although three of the nine enzymes
responded differently to drought over time, the
overall enzyme profile did not (that is, there was
no drought x time interaction). These results indicate
some degree of functional redundancy among the
extracellular enzyme-producing microbes among the
wet and dry season communities. In contrast, the
nitrogen treatment had a small but similar impact on
the variation in microbial composition and its
functional potential, suggesting that added nitrogen
selects for taxa that differ in their enzymatic
activities. Indeed, a selection of some of the
dominant bacterial and fungal taxa explained a small
(13% or 23%, respectively) but significant amount of
variation in the profiles of enzyme activities across
our samples.

Similar to microbial composition and enzyme
activity, plant community composition also varied
primarily over time and was altered by drought.
Nitrogen addition did not affect overall plant species
composition but did alter the relative abundance of
native and non-native grasses. In addition, plant
community composition was positively correlated
with microbial composition on litter collected later
in the year. The parallel response patterns of
microbes and plants and the direct correlation
between their composition both indicate that the
plant community might be driving some of the
changes in microbial composition and its potential
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functioning (as seen in Zak et al., 2003; Loranger-
Merciris et al., 2006). Indeed, litter chemistry was
altered in both treatments (Allison et al., 2013). For
instance, drought increased lignin and decreased
cellulose and hemicellulose concentrations, whereas
added nitrogen had the opposite effects.

Together, however, the plant and microbial
responses to the global change treatments did not
translate into discernible impacts on litter decom-
position. Drought slowed decomposition during the
spring; however, neither drought nor nitrogen
addition altered total mass loss over a full year.
This result is surprising considering the mounting
evidence for the influence of microbial composition
(Bell et al.,, 2005; Tiunov and Scheu, 2005;
Strickland et al., 2009; Matulich and Martiny,
2015) as well as that of the plants (Hobbie, 1996;
Hattenschwiler et al., 2005). In this system, in



particular, we used a reciprocal transplant experi-
ment to tease apart the microbial effect on decom-
position  (Allison et al., 2013). Microbial
communities from the drought environment were
slower to decompose litter than communities from
the ambient environment. Thus it appears that,
when combined, the various pathways that the
treatments alter may work in different directions
and buffer any changes on litter decomposition.
Given the importance of temporal variability, how-
ever, we recognize that additional decomposition
measurements are needed to confirm this result
over multiple years.

Despite its high temporal variability, the microbial
community was dominated by only a handful of highly
abundant bacterial and fungal taxa throughout the 2-
year study. Such an uneven abundance distribution
was also observed in oak leaf litter, where approxi-
mately 80% of all fungal sequences belonged to only
30 OTUs (Voriskova and Baldrian, 2013). Nevertheless,
little is known about the taxa that dominate leaf
litter. Broadly speaking, the taxonomic composition
observed in this study is similar to that found in other
terrestrial litter and soil systems. The majority of fungal
sequences in this study were Ascomycota and
Basidiomycota (Barnard et al., 2013; Voriskova and
Baldrian, 2013; Weber et al., 2013), and Proteobacteria,
Bacteriodetes and Actinobacteria made up most of the
bacterial diversity (Castro et al., 2010; Sheik et al,
2011; Barnard et al., 2013; Kim et al., 2014). In
contrast, many soils contain a large fraction of
Acidobacteria (Castro et al., 2010; Sheik et al., 2011;
Barnard et al., 2013; Kim et al, 2014), but they
represented <1% of our litter communities.

Previous studies in California ecosystems have
also observed general effects of drought and nitro-
gen on microbial composition. For example, Yuste
et al. (2011) found that soil bacterial communities
were significantly affected by a simulated drought
treatment in both a holm-oak forest and a scrubland.
Additionally, microbial composition in a grassland
ecosystem varied in response to added nitrogen
(Gutknecht et al., 2012). The specific taxonomic
responses were not always consistent with previous
studies, however. For instance, drought reduced the
relative abundance of Proteobacteria in our study,
as previously reported in a constructed old-field
ecosystem (Castro et al., 2010); two abundant
Proteobacteria OTUs (Methylobacterium 2 and
Mitsuaria) had a significantly lower relative abun-
dance in the drought treatment. In contrast, Weber
et al. (2013) reported a positive response of
Ascomycetes to nitrogen addition, whereas many
of the abundant Ascomycete OTUs decreased in
relative abundance in our nitrogen treatment. Also,
in contrast to prior studies, added nitrogen or
drought did not increase the relative abundance of
Actinobacteria (Ramirez et al., 2012; Barnard et al.,
2013). Further work is needed to understand
whether these taxonomic groups are not consistent
in their responses (Philippot et al., 2010), or
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whether such responses depend on the community
and system context.

In summary, the responses of leaf litter microbes to
the global change manipulations might have been
easily overlooked without consideration of back-
ground seasonal variability. This pattern is consis-
tent with other recent experiments (Cruz-Martinez
et al., 2009; Yuste et al., 2011; Cregger et al., 2012)
and suggests that future changes in seasonality may
be even more important than changes in annual
averages. We predict in this system, for instance, that
additional summer rain will have a greater impact on
litter decomposition than a slight increase in mean
annual precipitation. Consequently, information
about the seasonal phenology of microbial taxa
might be useful to predict longer-term responses to
climate variables, as it seems to be for plants (Menzel
et al., 2006; Khanduri et al., 2008; Wolkovich et al.,
2012). Indeed, the responses of litter fungi to the dry
season and drought were correlated in this study.
Thus, as with larger organisms, the future of
microbial communities will likely depend on the
interplay between rapid, local background variability
and slower, global change.
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