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1. INTRODUCTION

IN recent years there have been a number of attempts to measure the
relative selective (adaptive, reproductive, fitness) values of different
genotypes within natural populations. Examples include the investi-
gations of Dobzhansky (1956) on inversion polymorphisms in Drosophila
psuedoobscura, of Lewontin and White (1960) on inversion polymor-
phisms of Moraba scurra, and the studies of Imam and Allard (1g965)
on polymorphisms in wild oats, Avena fatua. Although such field
investigations have made it clear that different genotypes differ widely
in reproductive capacity, precise quantitative information concerning
selective values remains small and information about the manner in
which selective values vary from place to place and season to season is
almost non-existent. There are many practical difficulties in obtaining
the required estimates of these and the other parameters which enter
the equations of genetic change. Until adequate estimates are available
it will not be possible to utilize fully the extensive mathematical theory
of population dynamics which already exists and it is possible that pit-
falls in the theory may remain undiscovered. Experiments with
populations in which genetic change is solely a function of competition
between homozygous genotypes have a number of advantages for the
estimation of selective values and for the estimation of variances in these
values due to sampling error and due to environmental fluctuations.
The purpose of this paper is to report estimates of selective values in
several populations composed of mixtures of pure lines.

The experimental populations to be considered have the following
features in common: (1) a mixture consisting of known proportions of
two or more homozygous genotypes of barley, wheat, or lima beans
was seeded in a plot, grown to maturity and the seed of the plot har-
vested in mass; (2) a random sample of seeds was drawn from the
harvest in each generation to establish another plot in the next genera-
tion; (3) the integrity of the pure lines was protected throughout each
experiment by removing the hybrids which were produced by occasional
intercrossing between constituent pure lines; (4) progressive changes in
the populations were followed by conducting a generation-by-genera-
tion census. In experiments with this structure the various factors
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which affect the competitive ability of any particular genotype for any
two successive generations can be summarised in a single numerical
value which relates frequency in any generation n to frequency in
generation n-+-1. It is convenient to express this numerical value
relative to some standard. There are, however, a number of possible
standards, each of which leads to a different selection model. Since the
numerical results are not the same for the different models, problems
of estimation will be discussed before considering numerical estimates
of selective values and their implications in population change.

2. THE ESTIMATION PROCEDURE

Let f7 be the observed frequency of the ith genotype in generation
n, let w} be the selective value of the ith genotype in transition from
generation n to generation n--1, and let N7+! be the total number of
individuals sampled in generation n-+1. Suppose that the f7 have
been estimated from census data for genotypes i = 1,2..., k. Assum-
ing multinomial sampling and using previous observed frequencies as
current expected frequencies, it can be shown that

E(f1*) = wif}|D" (1)
where
3
The likelihood function is
k
L = const. T [E(f3+1)]¥" (3)
and '
olog L =.N"+1ﬂ-'+1 _ﬁN"+1. (4)
ow? w} Dr

The likelihood L, is a maximum when the values of @7, ..., @7 are
such that for all 4,1 =1, 2...., &,

dlog L
owy

o, (5)

which leads to the set of solutions
@ =D =1, 2,...,k (6)

There are & selective values to be estimated whereas the census data
for any two successive generations provide only £—1 degrees of free-
dom. Hence the equations (6) are linearly dependent and no unique
set of solutions exists unless an appropriate side condition is specified.
We shall consider three such side conditions which give rise to three
models designated Models A, B, and C.

Model A. The condition which has most commonly been specified
in similar problems is to set the selective value of some genotype, say
wy, equal to unity, e.g., Wright and Dobzhansky (1946), Wallace (1956),
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Jain and Allard (1960), Lewontin and White (1960), Allard and
Workman (1963), Workman and Allard (1964). The first equation of
(6) can then be solved for D" and this value in turn substituted into the
remaining £—1 equations. These £—1 equations are now linearly
independent and unique solutions exist. The estimator which results is

n+1 fn
@ jf,, f,,{ L, (7)
Assuming that frequencies are distributed multinomially in each sample,
the variance of an estimated selective value is given approximately by

V rfrl 4 oy 2Varf”+1+
3fn+1 1

(i fff2>( 2 cortr 1+ (25 vnrr

+(Z;) Var f1+2( f,,)(f;) ov (2,1, (®)

It follows that

7\ 2 —fn+1 __fn+1
Var w? ~ (wz) (Isz-zl + I‘f;f;—ll + 2>+

+ & )( i {’+2) (9)
fi S
in which A7 and WN7+1 are the numbers of individuals sampled in

generations n and n+1, respectively. The samples taken in successive
generations will often be equal in size in which case (9) reduces to

n\ 2 —fn+1 __fn+1

Varw?w(u;’v) <If{:1 +Iﬂb+l1 +Iff‘+1f{m+4> (10)

Model A is inefficient because four different estimates, each of
which is subject to sampling error, enter into equation (7). Another
disadvantage of Model A results from the adoption of a single genotype
as a standard, which might be expected to accentuate the effects of
genotype-environmental interactions on the estimates of the other
selective values. An alternative procedure is to make the population
mean the standard against which the selective values are compared.
Models B and C provide two ways in which this can be done.

Model B. Assume there exists a set of selective values, wf, ¢ = 1,

2, ..., k, such that
E(f1*") = wy fi/Dr (r1)

foralln,n=1,2,...,1—1I.
D7 is now given by
k
Dr=2X wffi,n=r1,2,...,t—1I (12)

i=1
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1f we impose the condition that one of the w}, say wf, equals one,
we can estimate ¥, @F, ... @} by iteration. We select as a trial set the
values #f = 1, &} = 1, ... ®f = I, which are substituted into equa-
tion (12) to obtain estimates of D® for n =1, ..., #—1. These values
are substituted into (6) to obtain estimates of the @7 for all ¢ and n. We
then calculate

t—-1 t—1
= Zwmn| 5o (13)

An unweighted estimate of the selective values is obtained if we let
It =1foralln,n=1,2,...,t—I1. A weighted estimate is obtained
if we let I#*! = 1/Var w?. The process is repeated until no significant
changes occur in the estimates of the » and the @f.

The sampling variance for this estimator is given by

Varw}‘m(aw‘)v f"“—*—(ﬂ) Var f7 4 (D)VarD"+

ofF
4o (%"f%)(j;f) Cov (f7,D".  (14)

For ¢ large the variance of the w} is expected to be negligible compared
to the variance of the w} and it appears acceptable to treat D" as a
linear function in f7 with coefficients w¥. Assuming the w} are
constants, the variance of D" is given by

k E Ok
Var D" = X [(w})2 VarfF]+ Z 2 [wiw} Cov (f1f}]. (15)
i=1 J=1inj
Assuming once more that the wf are constants, it can be shown that
k
Cov (fF, D") = w} Var f1+ & w} Cov (f7, /7). (16)
#i

Substituting into (14), we obtain

D=+ | @)*(—=f8) , (T2 [2D7( & o
FrET N+ + L +(Jm)2Nn|:jm< fnﬂ)

—2Drut(1=f2) + Z @) fili—A) — 2 zwiwjﬂﬂ] (1)

Var u} ~

The average sampling error variance for the selective value, w;, of the
ith genotype can be estimated by substituting Var wf for w} and Var w,
for wf in (13).

Model C. Another alternative is to adopt the mean selective value,
Dr, as a standard to which all selective values are compared. If the
condition is imposed that D" is a specified constant, equation (6) can
be solved directly. It is convenient to let D == 1, in which case

W} = f}‘f‘;. (18)
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The variance of the @; is now the variance of the ratio of the random
variables f7*! and f7, which have been estimated from different samples
and are statistically independent. This variance is given by

— 7 —frtl
Varat ~ ) (S 4 20, (19)

Since D" is constant and the f7 change over generations (unless all w;,
happen to be 1), the @} must change over generations. It follows that
the values of the »{ in each generation are functions of the composition
of the population in that generation. It is expected that there will be
a general increase in population fitness over time. As a consequence
estimated selective values should be higher in the first few generations
of an experiment than in later generations. Thus, when the average
selective value of a genotype is calculated over the course of an ex-
periment, fluctuations in the first few generations may have a dispro-
portionate effect on the average selective value. Also the observed
variances of the fitness values may be inflated due to the general
increase in population fitness over generations and the consequent
general decrease in genotypic selection values.

Numerical evaluation of the models

In an attempt to determine the reliability of the estimators derived
in the previous section, a Monte Carlo investigation was conducted on
a digital computer. A hypothetical 10 genotype population was simu-
lated in which genotypic frequencies in generations » and z+1 were
assumed to be exactly those given in the second and third columns
of table 1. The ¢ true ” selective values are therefore those given in
column 4 of this table. A pair of samples, each of size 50, was
drawn from generation # and from generation n--1 and the numbers
obtained substituted into the appropriate equations of the previous
section to obtain estimates of selective values. Results based on the
mezns and standard deviations of 1000 repetitions of this process are
given in columns 6 and 7 of table 1. Expected standard errors (approxi-
mate), based on equations (10) and (19) respectively, are given in
column § of table 1. Only Models A and C were simulated because
the iterative solutions required for Model B make simulation of that
model prohibitively time consuming.

The results given in columns 4 and 6 of table 1 show that estimates
of selective values obtained from the Model A estimator (7) were con-
sistently higher than the * true >’ values. The deviations were often
large, especially for genotypes which were present in low frequency.
This is not surprising since the maximum likelihood estimator (7) has
not been corrected for statistical bias. The estimates given by Model C
were very close to the * true >’ values. Furthermore, some values are
below and some are above the true values, indicating that this esti-
mator is not subject to serious bias.
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Columns 5 and 7 of table 1 show that the approximations of Var w7},
given by equation 10 (Model A) and equation 19 (Model C) are in
reasonable agreement with the numerical solutions for genotypes which
occur with frequencies in excess of 3 or 4 per cent. If the numerical

TABLE 1

Numerical evaluation of Model A and Model C, using Monte Carlo simulation. Ten genotypes
are assumed to have frequencies p} and pf‘*‘l in successive generations. The estimated

selective values, 07, are calculated from (7) and (18) and are compared with empirical
means, @y, from 1000 Monte Carlo runs. Population size is N = 500.

Assumed frequencies Estimates Monte-Carlo simulations
i o 1 ) V/Var af w;’ V' Var u?
Model A
1 012 o'10 1-00 1°00
2 019 016 1'01 0247 105 0270
3 024 0'30 1'50 0°341 1'54 0346
4 0°02 o-or o-6o 0348 0-69 0°505
5 008 009 135 0°391 1°40 0°415
6 015 016 1-28 0°320 132 0-352
7 003 o-or 040 0220 044 0257
8 001 0'01 1'20 0793 1’59 1466
9 006 007 140 0°440 1°47 0461
10 010 0-09 1-08 0°303 112 0326
Model C
1 012 010 083 0168 085 0155
2 019 016 084 o129 0-86 0-121
3 0°24 030 125 0112 126 0129
4 002 0'01 0'50 0472 057 0°395
5 008 009 1'13 0223 1'14 0°243
6 015 016 1'07 0153 108 0161
7 003 001 033 0453 0'35 0°192
8 001 0-01 1-00 0629 1'30 1'159
9 006 007 1°17 0264 120 0297
10 010 009 0-go 0187 091 0182

solutions are accepted as close estimates of the true variance, this indi-
cates that the assumptions which were made in deriving equations (10)
and (19) do not lead to serious error if frequencies are not low. It
will be noted that the sampling variances which attend Model A are
substantially larger than those for Model C. Thus Model A appears

to lead to not only biased but also less efficient estimators of selective
values than Model C.

3. APPLICATIONS TO EXPERIMENTAL DATA

The estimators of selective values derived earlier were applied to
data from 16 separate experimental populations, among which nine
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have previously been reported in the literature (Harlan and Martini,
1938; Laude and Swanson, 1943; Suneson and Wiebe, 1942; Suneson,
1949). More than 1000 estimates of selective values were made from
the data, but only part of the results need be considered since a de-
tailed account of a few experiments serves to illustrate the main findings,

An experiment conducted at Davis, California, by Suneson and
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6. 1.—Observed frequencies (broken lines) of Atlas, Club Mariout, Vaughn, and Hero in
the barley population of Suneson and Wiebe (1942) and Suneson (1949). A, B, and C
represent deterministic runs using arithmetic means for w? in formula (1) for Models A,

B, and C respectively. A’, B’, and G are based on the weighted means which appear
in table 2.
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Wiebe with barley will be considered in greatest detail because only
four genotypes were in competition and presentation of the data is
therefore simple. In this experiment Atlas soon became the dominant
component of the mixture, primarily at the expense of Vaughn and
Hero, which were promptly reduced to low frequency (fig. 1). The
decline of Club Mariout from its initial frequency of 25 per cent. to
about half that frequency was slow and erratic. Individual estimates
of selective values @7 for each genotype in transition from generation
n to n+1, computed according to the appropriate estimators for
Models A, B and C, are given in table 2. The means (weighted) of
these values over the t—1 = 15 transition generations are also given.

The standard errors given in the column labelled Exp (S.E.) are the
means of the expected sampling errors (unweighted) of the individual
w? computed according to equations (9), (17), or (1g9). The empirical
standard errors given in the column labelled Obs (S.E.) provide a
measure of the dispersion of individual w? about their means (w;).
The individual selective values given in table 2 show that Atlas
had a higher selective value than the other genotypes. Averaged over
generations the selective advantage of Atlas varied from 20 per cent.
to slightly more than 4o per cent., depending on the estimator. Model
A consistently gave the lowest and Model C consistently the highest
mean estimates for the other three genotypes relative to Atlas. How-
ever, in single transition generations the Model B or C estimates of the
selective value of Atlas were often lower than the Model A estimate.
The observed standard errors of these sel:ctive values vary from
0-079 to 0-307. In each of the 11 possible conparisons the observed
standard error was larger than the corresponding standard error attribu-
table to sampling. This indicates that the selective values are not
constant but fluctuate from generation to generation. There was little
apparent relationship between selective values and genotypic fre-
quencies; hence, the main cause of these fluctuations is almost certainly
season-to-season change in environmental conditions. Averaged over
all genotypes and methods of estimation the observed standard error
is 0165 units larger than the sampling standard error. Averaged over
methods of estimation the observed standard errors for Atlas, Club
Mariout, Vaughn and Hero are, respectively, 0-058, and 0-206, 0:132,
and 0-087 larger than expected. Averaged over genotypes the
values for Models A, B and C are 0-162, o-107, and o'124. These
results therefore indicate that the selective values of Atlas are the least
and those of Club Mariout the most sensitive to fluctuations in the
environment. This is biologically reasonable because Atlas is known
to be an exceptionally good competitor under a variety of conditions
and Vaughn and Hero are known to be poor competitors unless con-
ditions are exceptionally favourable. Consequently, the selective values
of Atlas are expected to be consistently high and those of Vaughn and
Hero rather consistently low. Club Mariout, on the other hand, is a
well adapted type which can compete favourably with Atlas in many
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seasons but not in others. Hence its selective values are expected to be
quite variable. The above results also indicate that Model A estimates
are influenced more by genotype-environment interactions than Model
B or C estimates.

To test the usefulness of the estimates of selective values obtained
by the three models in predicting the course of population change, the
values of the w; given in table 2 were substituted into the recursion
equation (1), which was used to obtain the smooth curves (A, B’
and C’) plotted in fig. 1. Comparable values obtained from unweighted
estimates are also plotted in these figures (A, B, and C). Chi-square

TABLE 3

Chi-square test of < goodness of fit >’ of the observed data to 6 deierministic models based on the
recurrence formula (1). The weighted models are based on mean selective values weighted
inversely to sampling variances.

x!

Model T
Atlas C. Mariout Vaughn Hero Total
A Arithmetic 769-4 1280°6 11y 58:6 2220°3
Weighted 915°3 26897°2 32338 14982 325445
B Arithmetic 235'2 594°4 82-8 68-2 9807
Weighted 6456 63665 20483 5498 gb1o'1
C Arithmetic 1832 4986 8o'3 721 834°2
Weighted 3386 21873 678-8 49°'5 3254°2

values for goodness of fit between observed and theoretical frequencies
are given in table 3. Two features of these results stand out. First,
although the estimates of selective values obtained by all three models
predict the general course of change in genotypic frequencies, Model C
estimates give the best and Model A estimates give the poorest fit to
observed values. Apparently, therefore, mean population fitness is an
operationally more reliable standard than the fitness of any single
genotype, as has been argued by Li (1963¢, b), Sanghvi (1963), and
Dobzhansky (1964). Second, weighted estimates of the selective value
of the ““ best ” genotype relative to other genotypes tend to be too high
and the opposite is the case for unweighted estimates. This result
suggests that the weighting of selective values by the inverse of their
variances overcorrects estimates of selective values. In general,
unweighted estimates led to better agreement between predicted and
observed changes than weighted estimates in the experiments analysed
in this study. We were unable to find a method of weighting that gave
means which led to better fits than those obtained using arithmetic
means.

Another experiment that will be considered in some detail involved
a mixture of eleven barley genotypes which was grown at ten locations
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across the northern United States (Harlan and Martini, 1938). Sum-
maries of mean selective values and standard errors for two represen-
tative locations, Ithaca, New York, and Aberdeen, Idaho, are given in
table 4. At Ithaca, Manchuria was the dominant variety and this was
reflected in estimates of selective values obtained by the application of
Model B and C. However, the estimated Model A selective value of
Trebi, a variety which was reduced to low frequency in the population,
was the same as that of Manchuria. This indicates that Model A
estimates can lead to serious errors. At Aberdeen, Idaho, Coast and
White Smyrna were co-dominant varieties and Hannchen also per-
sisted in substantial frequency into late generations. This result is
reflected by the selective values estimated by all three Models. Space
does not permit presentation of the curves (120) showing the possible
comparisons between observed and predicted changes in genotypic
frequencies. However, the results were similar to those for the Suneson
and Wiebe experiment in that Model B and C gave better fits than
Model A, especially for the population grown at Ithaca. At Aberdeen
the fit given by Model C was substantially superior to that given by
Model B.

Averaged over all genotypes and methods of estimation the mean
observed standard error was o0-06g larger than the mean sampling
standard error at Ithaca, and o039 larger at Aberdeen. Thus the
environment is apparently more stable at Aberdeen than at Ithaca.
The comparable value for the Suneson and Wiebe experiment con-
ducted in California was 0-165. The genotypes involved were different
in the California experiment, so that direct comparisons cannot be
made. However, the higher standard error observed in the latter
experiment suggests that selective values fluctuate more widely in
California as a result of season-to-season changes in environment than
in the other locations.

Mean selective values and standard errors for four experiments
involving species other than barley are summarised in table 5. The
results follow the same pattern as those of the barley experiments and
hence need not be considered in detail. One feature of the three ex-
periments that were conducted with lima beans should be pointed out,
however. A single genotype became predominant in two of the popula-
tions (Populations 52 and 74) within five generations. This was re-
flected in large differences between the selective values of the dominant
genotypes (L 48 and L 106) and those of all other genotypes in the
population. The differences were so large as to suggest general and
overwhelming competitive superiority of the dominant genotype in
each case. When these experiments were repeated in a different series
of years the results of the second run were similar to those of the first
run, However, in a third population (Population 14, fig. 2) the pre-
dominant genotype of the first run was rapidly reduced to low fre-
quency in the second run and a genotype (L 92) which was reduced to
very low frequency in the first run, became the most frequent genotype
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in the second run. It is clear that fluctuations in selective values are
sufficiently large so that even the existence of large mean differences in
selective values does not guarantee determinism in the course of genetic
change in populations exposed to variable environments.

L85

L92
/7
/’
L106 Y
'/
'l
i \L8+121
4 / \
L106
———— L100
\
\ - Ld5
ANTRT (Ve
1~—=—t ——-4L92 L | ] |
0 1 2 3
RUN ONE RUN TWO

F16. 2.—Observed frequency curves for two runs of lima bean population 14. One gentoype
is not shown in the figure because it was rapidly eliminated in both cases.

4, DISCUSSION

There are a number of advantages in estimating selective values
from populations with the structural simplicity of those which are the
concern of this discussion. Reproduction is by complete self-fertilisation
and no assumptions need therefore be made concerning the mating
system. The competing types remain the same throughout the ex-
periment so that assumptions concerning constancy of the genetic
entities under investigation are unnecessary. Complications imposed
by overlapping of generations, fluctuations in population size and migra-
tion from other populations are also avoided. Finally, the environ-
ments in which the experiments are conducted are the natural ones for
the species involved and they presumably vary in space and time
in response to many of the forces which affect the environments
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encountered by natural populations of plants. Thus experiments of this
type circumvent many of the obstacles that complicate the estimation
of selective values in naturally occurring populations.

The results obtained when the selective values of various geno-
types were estimated, generation by generation, followed a similar
pattern for 16 different populations consisting of mixtures of pure lines.
In the majority of the populations the average selective value of the
most successful genotype was more than 10 per cent. greater than that
of the next most successful type and in nearly every population some
genotypes had selective values indicating near lethality under popula-
tion conditions. The numerical values obtained indicate, therefore,
that the genotypes in these populations have a wide range of
selective values under population conditions, even though all of the
genotypes produce vigorous individuals when they are grown in pure
stands.

The estimates of selective values were not the same for the three
different estimators. One of these estimators is based on a model in
which selective values of other genotypes in a population are compared
with the selective value of a standard genotype (Model A). The other
two estimators are based on models (Models B and C) in which the
population mean is the standard against which all selective values are
compared. Model B treats the selective values as constants while
in Model C they are treated as variables. These two models
have theoretical advantages, both statistical and biological, over
Model A and in practice the numerical estimates of selective values
obtained from them proved to be superior for purposes of prediction.

It is widely accepted that every species and population inevitably
lives in an environment which is neither constant in time nor uniform
in space and that the “ relative fitness of different genotypes varies
in different environments >’ (Dobzhansky, 1964). However, the magni-
tude of variations in selective values and the manner in which they
are distributed about their means is far from well understood. The
present results show that the selective value of a single genotype can
vary over a wide range numerically, e.g., the values for Vaughn in the
Suneson and Wiebe experiment (table 2, Model C) varied from a low
of 0-22 to a high of 1'59 in 15 transition generations. If individual
selective values from Suneson and Wiebe’s experiment are expressed
as deviations from their arithmetic means and their means are all scaled
to unity, the selective values are distributed as shown in fig. 3. In this
case, therefore, the selective values appear to be more or less normally
distributed.

The present analysis permitted the partitioning of the variance in
selective values into a component due to sampling error and one due to
environmental fluctuations. This partitioning cannot, of course, be
applied when Model C estimates are used because the magnitude of
these estimates tends to decrease with increasing population fitness and
thus the estimated variance due to environmental fluctuations is
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inflated. The present results show that in the case of the Suneson and
Wiebe experiment (table 2) sampling error was of relatively little
importance. For example, the selective value of Club Mariout in
table 2, Model B, has a sampling variance of 0-07% = 0-0049 and an
observed variance of 0-258% = 0-0665. The estimated variance due to
environmental fluctuations of 0-0665—0-0049 = 0°0616 is therefore
126 times as large as the sampling variance. However, in the case of
the Harlan and Martini experiment (table 4) sampling errors are the

10

NUMBER

‘ I ! 1 1 1 | | l )

.30 .50 70 .90 1.10 1.30 1.50 1.70 1.90
SELECTIVE VALUE

Fio. 3.—Distribution of individual selective values (Model C) from the population of
Suneson and Wiebe (1942) and Suneson (1949). Model C estimates from table 2 are
expressed as deviations from their respective means and the means are all scaled to
unity.

main source of variation in selective values. This points out the need

for adequate sized samples in populations composed of numerous

genotypes.

Because the populations under consideration in this investigation
were structurally simple, it might be expected that the estimation of
parameters affecting genotypic change would also have been simple
and that the subsequently predicted course of genotypic change would
be in close agreement with observed changes. It was found that,
although the general course of genotypic change could be predicted,
the accuracy of such prediction left much to be desired. Fluctuations
in selective values appeared to introduce a large stochastic element into
the process of genotypic change. The fact that difficulties were en-
countered in studies involving simple populations suggests that pre-
diction will be difficult in populations in which many factors other than
selection and chance play a role in population change.

5. SUMMARY

Methods were derived for the estimation of selective values in
populations composed of mixtures of pure lines and were used to make
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more than 1,000 estimates of selective values in 16 different populations.
The main findings were that:

(1) average selective values differ widely for different genotypes in
a population,

(2) selective values fluctuate widely from year to year within
individual populations,

(3) the general course of genotypic change can be predicted from
estimated selective values,

(4) the accuracy of prediction was not altogether satisfactory
because of the marked season-to-season variation in selective values,

(5) two of the estimators derived were found to give results that
were superior for purposes of prediction to those obtained from the
third estimator.
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