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Understanding and reducing deleterious defects
in the metastable alloy GaAsBi

Guangfu Luo1, Shujiang Yang1, Glen R Jenness2, Zhewen Song1, Thomas F Kuech3 and Dane Morgan1

Technological applications of novel metastable materials are frequently inhibited by abundant defects residing in these

materials. Using first-principles methods, we investigate the defect thermodynamics and phase segregation in the technologically

important metastable alloy GaAsBi. Our calculations predict defect energy levels in good agreement with those from numerous

previous experiments and clarify the defect structures giving rise to these levels. We find that vacancies in some charge states

become metastable or unstable with respect to antisite formation, and this instability is a general characteristic of zincblende

semiconductors with small ionicity. The dominant point defects that degrade the electronic and optical performances

are predicted to be AsGa, BiGa, AsGa+BiAs, BiGa+BiAs, VGa and VGa+BiAs, of which the first four and last two defects are

minority-electron and minority-hole traps, respectively. VGa is also observed to have a critical role in controlling metastable Bi

supersaturation by mediating Bi diffusion and clustering. To reduce the influences of these deleterious defects, we suggest

shifting the growth away from an As-rich condition and/or using hydrogen passivation to reduce the minority-carrier traps.

We expect this work to aid in the applications of GaAsBi for novel electronic and optoelectronic devices and to illuminate the

control of deleterious defects in other metastable materials.
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INTRODUCTION

The metastable alloy GaAsBi has been intensely studied since its first
successful fabrication by metalorganic vapor phase epitaxy in 19981

and by molecular beam epitaxy in 20032 owing to three key advantages
over other GaAs-based compounds. First, Bi atoms reduce the band
gap much more effectively than other alloying elements, such as
In (E83 meV per Bi% versus E15 meV per In%).3 Second,
Bi incorporation dramatically decreases the temperature dependence
of the electronic properties. For instance, a GaAsBi film with 2.6% Bi
has a temperature coefficient of the band gap only 1/3 of that of GaAs
near room temperature.4 This property can lead to the realization
of temperature-insensitive devices,5 as confirmed in a study of
GaAsBi-based laser diodes,6 and benefits a number of technologies.
Third, Bi atoms strongly increase the spin-orbit splitting of GaAsBi,
and for Bi contents near 10%, it is expected to totally suspend one
type of Auger recombination,3,5 which induces the serious ‘efficiency
droop’ in high-energy light-emitting diodes and laser diodes. These
advantages indicate that GaAsBi would provide a major improvement
in many semiconductor devices as long as high-quality materials with
a significant Bi content can be obtained.
However, Bi has a very low solubility in GaAs; the incorporation of

a large Bi content (~10%) with low defects and without phase
segregation is especially challenging.7 In the usual growth temperature
range of GaAs, 500–600 °C, the Bi incorporation is nearly zero, which

has been confirmed by both experiments8 and theoretical
claculations.9 To enhance the Bi incorporation, growth temperatures
as low as 300–400 °C are widely used to decelerate the growth
dynamics that lead to low Bi incorporation. However, the low
growth temperature also induces numerous defects, which result in
short carrier lifetimes and low photoluminescence intensity.10,11

Additionally, a previous theoretical study12 has shown that the
dynamic processes associated with As substituting Bi, which limits
Bi incorporation, are still extremely rapid at low temperatures, for
example, o10− 6 s at 320 °C. Thermal annealing has been used to
reduce the defects, but the incorporated Bi atoms often segregate and
form Bi-rich clusters.13 These defect-related issues have become a
bottleneck in the successful applications of GaAsBi. For instance,
to date, GaAsBi-based laser diodes require a threshold current
density (2–10 kA cm− 2)6,14–16 that is approximately an order of
magnitude higher than that of typical InGaAs-based laser diodes
(0.2–0.5 kA cm− 2).
Here we address the following essential questions related to the

defects in GaAsBi: What are the primary intrinsic point defects, and
how do they interact to form pair defects under equilibrium
conditions? How do the defects affect the minority-carriers? Which
defects mediate the formation of Bi-rich clusters during thermal
annealing? Finally, how can one reduce the deleterious effects of the
dominant defects? Our results are predominantly based on the
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thermodynamic properties of defects, which are expected to provide
a useful guide to many aspects of defect behavior, even under
non-equilibrium conditions. Additionally, we will qualitatively discuss
non-equilibrium effects when the equilibrium results become invalid.

MATERIALS AND METHODS
In this paper, we examine six point defects: VGa, VAs, AsGa, GaAs, BiAs and BiGa.

The interstitial defects of As and Ga are known for their high formation

energies in GaAs17,18 and are therefore excluded, as is the Bi interstitial.

To determine how the dominant point defects interact with each other,

we further examine thirteen pair defects, each consisting of two nearest-

neighbor point defects. Motivated by the findings on pair defects, we examine

eight clusters involving Bi defects with and without vacancies to explore the

formation of Bi-rich clusters. Finally, we investigate eight defects involving H to

examine the effects of hydrogen passivation.
We carry out ab initio calculations using density functional theory, as

implemented in the Vienna ab initio Simulation Package.19 An energy cutoff of

400 eV is set to the plane-wave basis set, and the following projector-

augmented wave potentials are utilized: Ga_GW(4s24p1) for Ga, As_GW

(4s24p3) for As, Bi_d_GW(5d106s26p3) for Bi and H_GW(1s1) for H. These

GW potentials generally give better properties for excited electronic states than

the standard density functional theory potentials, and they are therefore

appropriate for our defect calculations involving charge transfer to excited

states. The HSE0620 hybrid functional is used to correctly describe the band

gap. The predicted band gap of the bulk GaAs using HSE06 is 1.38 eV, which is

consistent with the experimental value of 1.42 eV at 300 K.21 To describe the

strong special relativity effects in the Bi atom, the spin-orbit coupling is

included for the calculations involving Bi. The predicted spin-orbit splitting at

the Γ point is 0.39 eV for bulk GaAs, which is in excellent agreement with the

experimental value of 0.34 eV at 300 K.21 In Supplementary Figure S1,

we demonstrate the importance of using both HSE06 and spin-orbit coupling

by showing the notable differences in the defect formation energies using

different methods. In our HSE06 calculations, the supercell size is 2 × 2× 2,

with a volume of 11.23 Å3, and the k-point sampling is a 4× 4×4 Monkhorst-

Pack grid. The ab initiomethod proposed by Freysoldt, Neugebauer and Van de

Walle (FNV)22 is adopted to remove the image charge interaction and adjust

the potential alignment between the perfect and defected structures. Our tests

suggest that the error in the defect formation energy after the FNV correction is

limited to approximately 0.1 eV (Supplementary Figure S2). Symmetry is

broken to allow a possible Jahn–Teller distortion around the defects.

To automatically generate the initial structures, manage the workflow and

postprocess the results, the high-throughput computational tool, MAterials

Simulation Toolkit23 is used. Note that the three major factors,24 namely,

correct description of the band gap, proper removal of the image charge

interaction and proper potential alignment, are critical to obtain reliable defect

formation energies. Inadequate treatment of these three factors in previous

studies of bulk GaAs resulted in scattered data (Supplementary Figure S3).

The defect formation energy Ef of a defect AB (atom A on host site B) with a
charge state q is defined in Equation (1),24

Ef ðAq
B; EFÞ � EtotðAq

BÞ þ EFNVðAq
BÞ � EtotðGaAsÞ þ mB � mA

þ q½EVBMðGaAsÞ þ EF� ð1Þ
where EtotðAq

BÞand Etot(GaAs) are the total internal energies of the system with
defect Aq

B and the perfect bulk GaAs, respectively; EFNV, EVBM and EF are the
FNV correction, valence band maximum (VBM) energy and Fermi energy
relative to the VBM energy, respectively; the chemical potentials μX for X=Bi,
As and Ga at different conditions are summarized in Table 1. The lowest defect
formation energy of a defect, Emin

f , is determined by the minimum value of
different charge states,

Emin
f ðAB; EFÞ � MinfEf ðAq

B; EFÞg: ð2Þ
Defect energy levels correspond to the EF where the slope of E

min
f changes and

the levels are independent of the chemical potential. To explore the interaction
between different defects, we define the binding energy, Eb, of a complex defect
by Equation (3).

EbðAB þ CD; EFÞ � Emin
f ðAB þ CD; EFÞ � Emin

f ðAB; EFÞ
� Emin

f ðCD; EFÞ; ð3Þ
where the complex defect AB+CD consists of defects AB and CD bound together.

RESULTS AND DISCUSSION

Metastability of defects involving vacancy
Our first finding is that in certain charge states, when the formation
energies are typically very high, the point and pair defects involving
vacancy become metastable or unstable. This instability means that the
cation and anion vacancies can transform between each other with the
assistance of an antisite defect, a phenomenon that was first
theoretically discovered for isolated VAs and VGa over 30 years
ago.26,27 Table 2 shows that VAs can change to VGa+GaAs at the 2−
and 3− charge states and that VGa can change to VAs+AsGa at the 1+,
2+ and 3+ charge states. As we will show later in Figure 1a, these
charge states correspond to VAs and VGa with high formation energies
relative to the other charge states. Because VAs and VGa at the
aforementioned charge states are metastable, one needs to directly
examine the ‘swapped’ structures to reveal their greater stability, which
possibly explains the disregarding of these swapped structures in
recent studies of GaAs.18,28,29 The anion (cation) vacancy in the pair
defects VAs+BiAs, VGa+BiGa, VGa+AsGa and VGa+BiAs at certain charge
states can all undergo similar structural changes to a more stable form,
with a cation (anion) vacancy and an antisite replacing the original
vacancy. The three other pair defects, VAs+BiGa, VAs+AsGa and VGa

+GaAs, can change to a more stable form at certain charge states by
hopping the Bi, As and Ga to the neighboring vacancy, respectively.
Experimental observation of the aforementioned metastability can

be challenging because it occurs under conditions at which the defects
have relatively high formation energies and therefore low concentra-
tions, for example, an n-type doping condition for VAs and a p-type
doping condition for VGa. Nevertheless, a possible experimental
observation of the change VAs+AsGa→VGa was suggested in an early
deep-level transient spectroscopic study,30 which claimed that the
signal decrease of VAs+AsGa was accompanied by the signal increase of
VGa during the treatment of n-type GaAs using ultrasonic vibration.
To explore the generality of vacancy metastability in compound
semiconductors, we examine the anion vacancy of 12 zincblende
binary compounds, including ZnO, SiC and 10 III–V compounds. The
results indicate that the metastability is closely related to ionicity: all
the examined compounds with an ionicity of o0.5 undergo a similar
change as VAs in GaAs (Supplementary Table S1).

Table 1 Chemical potential μ (eV) of Bi, As and Ga under As-rich,

Ga-rich and intermediate conditions

As-rich Ga-rich Intermediate

μBi −6.00 −6.00 −6.00

μAs −5.93 −6.88 −6.40

μGa −4.60 −3.65 −4.13

μBi is the total energy per atom of the rhombohedral Bi metal, as a significant number of Bi
layers or droplets exist on the film surface under usual growth conditions.12 μAs (μGa) under the
As-rich (Ga-rich) condition equals the total energy per atom of the hexagonal As (orthorhombic
Ga) bulk. Sum of μGa and μAs under the same condition equals the total energy per chemical
formula of GaAs bulk. The absolute difference of μGa or μAs between the As- and Ga-rich
conditions equals the standard formation enthalpy of GaAs, and our theoretical value of 0.95 eV
is in good agreement with a recent experimental measurement of 0.91 eV.25μ of the
intermediate condition is defined as the average value of the As- and Ga-rich conditions.
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Formation energy of point and pair defects
Figure 1a shows the defect formation energy of the point defects under
the As-rich condition, which is widely employed by providing an
excessive amount of As reactant in the growth chamber. The influence
of other chemical potentials on the defect formation energy will be
discussed at the end of this paper. The aforementioned metastability
significantly changes the properties of VGa and VAs under the p- and
n-type doping conditions, respectively. The dominant defects are
AsGa

2+, BiGa
2+ and BiAs

0 in the p-type films, whereas the dominant
defects are VGa

3− and BiAs
0 in the n-type films. By contrast, VAs and

GaAs have much larger formation energies and are expected to have
insignificant concentrations at or near thermal equilibrium. Note that,
although BiAs and BiGa do not have the lowest defect formation energy
under most doping conditions, their non-equilibrium contents are
expected to be dominant because of the significant (typically 41%)
overall Bi content in most GaAsBi films.
Notably, under the condition EFo0.21 eV, the equilibrium content

of BiGa
2+ is predicted to be substantially more than that of BiAs

0. This
prediction suggests that the usual assumption that the incorporated Bi
primarily substitutes As owing to their chemical similarity does not
hold under certain growth conditions. A previous growth of Bi-doped
GaAs using the liquid-encapsulated Czochralski method indeed found
a significant amount (~10%) of Bi in the form of BiGa.

31 It is worth
noting that another study32 estimated the maximum ratio of BiGa as
only ~ 5% of the total incorporated Bi atoms. That estimation was

based on a fitting of the theoretical structural expansion around BiAs
and BiGa with experimental X-ray absorption spectra, and a
fundamental parameter utilized was that the Bi-As bonds around
BiGa are 0.15 Å longer than the Bi-Ga bonds around BiAs. However,
our calculations indicate that the aforementioned bond length
difference varies dramatically with the charge state of BiGa. Namely,
the Bi-As bonds around BiGa

2+, BiGa
+ and BiGa

0 are 0.05, 0.11 and
0.15 Å longer than the Bi-Ga bonds around BiAs

0, respectively. The
previous study therefore applied bond lengths, which were appropriate
for only the structures of BiGa

0 and BiAs
0. If BiGa

2+ in the p-type films
were considered, the fitting would yield a significantly higher fraction
of BiGa. Because BiGa possesses deep energy levels, which are
significant carrier traps as discussed below, but isolated BiAs does
not, further experimental verification of the Bi substitution sites under
different growth conditions is a critical requirement.
To verify our results, we compare the predicted energy levels of

the point defects with available experimental data in Figure 2. We
find that the average deviation between our predictions and the
experimental values is 0.06 eV, which is encouraging given the much
larger deviation found in previous theoretical studies (Supplementary
Figure S3). For the most extensively studied defect AsGa, which

Table 2 Structural changes of point and pair defects involving

vacancy

Point defect Pair defect

Reaction Qf Reaction Qf

VAs↔VGa+GaAs 2− , 3− VAs+BiAs↔VGa+GaAs+BiAs 2− , 3−

VAs+BiGa↔VGa+BiAs 3− to 0

VAs+AsGa↔VGa 3− to 0

VGa↔VAs+AsGa 1+ to 3+ VGa+BiGa↔VAs+AsGa+BiGa 1+ to 3+

VGa+AsGa↔VAs+AsGa+AsGa 1+ to 3+

VGa+BiAs↔VAs+BiGa 1+ to 3+

VGa+GaAs↔VAs 1− to 3+

Qf is the total charge state of the initial and resulting defects when the forward change is
favorable. The backward change is favorable at all the other charge states in the range of
[3-, 3+].

Figure 1 Lowest defect formation energy versus Fermi energy for (a) point defects and (b, c) pair defects under the As-rich condition. The dashed branches
correspond to the stable swapped structures listed in Table 2; in (a), the metastable states of VGa and VAs are shown for reference. The results of the pair
defects are plotted in two panels for easy visualization.

Figure 2 Comparison between defect energy levels obtained from
experiments and predictions by this work. The error bars represent the range
of different values of the experimental data (VGa from refs 33,34, VAs from
refs 35,36, AsGa from refs 31,37–39 and GaAs from refs 40–42) or the
supercell convergence errors of the theoretical data.
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corresponds to the EL2 peak in deep-level transient spectroscopic
experiments, our predicted positions are 0.46 and 0.84 eV for the 2+/+
and +/0 energy levels, which agree reasonably well with the average
experimental values of 0.49 and 0.72 eV, respectively.
Additionally, our results question the accuracy of earlier reports on

the energy levels of VAs and BiGa. As shown in Figure 2, the two energy
levels of VAs near the conduction band minimum were identified as
+/0 and 0/− by Saarinen et al.35 but 0/− and − /2− by Loualiche
et al.33, both of which are different from our prediction of − /2− and
2− /3− . Kunzer at al.31 conjectured that the energy levels of BiGa

2+/+

and BiGa
+/0 lie in the ranges of 0.72–0.77 eV and 0.92–1.07 eV,

respectively, which deviate significantly from our predictions of 0.33
and 0.80 eV, respectively.
Figures 1b and c show the defect formation energies of the pair

defects. We find that the dominant pair defects originate from the
combinations of dominant point defects (AsGa, BiAs, BiGa and VGa).
Under p-type conditions, the dominant pair defect is (AsGa+BiAs)

2+.
Although (AsGa+AsGa)

2+,3+ also has relatively low formation energies
under p-type conditions, we will later show that two AsGa defects have
a repulsive interaction under such conditions; thus the formation of
the pair is unlikely. Under n-type conditions, the dominant pair
defects are (VGa+BiAs)

3− and (VGa+AsGa)
1− , 2− , both of which involve

VGa. It should be noted that the non-equilibrium growth of most
GaAsBi films leads to much higher total Bi contents than the
equilibrium values. To determine the potential influences of
non-equilibrium conditions on Bi defects, we calculate the defect
formation energies for a fixed total Bi content of 1%, which is
established by allowing the Bi chemical potential μBi to vary with EF,
as required (see Supplementary Information V). We find that five
Bi defects: BiAs, BiGa, BiGa+BiAs, BiAs+BiAs and VGa+BiAs would have
significant concentrations in certain regions of EF (Supplementary
Figure S4).
From the determinations above, we can now clarify the nature of

the majority-carrier traps reported by recent deep-level transient
spectroscopic experiments on GaAsBi.43 As listed in Table 3, the three
experimental majority-electron traps in n-type films can be assigned to
our predicted primary defect levels of (VGa+BiAs)

2− /3− , VGa
2− /3− and

(VGa+BiAs)
− /2−, with an average deviation of ~ 0.12 eV between the

experiments and this work. For the six majority-hole traps in p-type
films, the three highest energy levels can be assigned to {BiGa

+/0,
AsGa

+/0, (AsGa+BiAs)
+/0, (BiGa+BiAs)

+/0}, {AsGa
2+/+, (AsGa+BiAs)

2+/+,
(BiGa+BiAs)

2+/+} and BiGa
2+/+, with an average deviation of ~ 0.04 eV

between the experiments and this work. As we will show later, the

lowest defect level at 0.08 eV could be assigned to Bi-rich clusters with
vacancies, such as VAs+4BiAs and VGa+4BiAs. The nature of the energy
levels at 0.12 and 0.17 eV is unclear, and they could be ascribed to
unexplored complex defects and/or impurities in the films.

Influences of defect energy levels on minority-carriers
To identify the most deleterious defect energy levels to minority-
carriers, which are critical to the electron–hole recombination in
optoelectronic devices, we show the strength of minority-carrier
trapping as a function of the Fermi energy for each defect energy
level in Figure 3. The trapping rate44 of the minority-electron
(minority-hole) for a given defect energy level, re-trap (rh-trap), is
determined by the product of three factors, namely, the defect
concentration, cd, the non-occupancy fraction of the defect energy
level for the electron (hole), fe,l (fh,l) and the capture cross-section of
the electron (hole), σe (σh):

re�trap ¼ cdf e;lse ¼ n0e�Emin
f =kBT 1� 1

1þeðEl�EFÞ=kBT

� �
se

rh�trap ¼ cdf h;lsh ¼ n0e�Emin
f =kBT 1

1þeðEl�EFÞ=kBTsh:
ð4Þ

Here cd ¼ n0e�Emin
f =kBT , n0 is the possible sites for the defect and El is

the position of the defect energy level. Previous studies have found that
the Coulomb interaction between the carriers and defects has a
critical role: the typical capture cross-sections of repulsive centers,
neutral centers and attractive centers are 10− 8–10− 5, 10− 1–101

and 101–104 Å2, respectively.45 We approximate σe and σh as the
intermediate values of the abovementioned ranges, as written in
Equation (5).

se ¼
5 ´ 103; q40
5; q ¼ 0
5 ´ 10�6; qo0

; sh ¼
5 ´ 103; qo0
5; q ¼ 0
5 ´ 10�6; q40

8<
:

8<
: ð5Þ

where q is the charge state of the defect. Tests show that the
exponential prefactor dominates Equation (4), and even two orders
of uncertainty of σe and σh results in minor changes to Figure 3.
Figure 3 shows that the minority-electron traps are dominated by

AsGa, BiGa, AsGa+BiAs and BiGa+BiAs under p-type doping conditions
and the minority-hole traps are dominated by VGa and VGa+BiAs
under n-type doping conditions. Note that, because BiGa+BiAs is
expected to have a significant concentration under non-equilibrium
conditions (Supplementary Figure S4) despite its high defect
formation energy, we reduce Ef

min by 0.43 eV per Bi atom for all Bi
defects (an amplitude corresponding to half of the μBi decrease at the

Table 3 Comparison between previous experiments43 and this work for primary majority-electron traps in n-type GaAsBi films and majority-hole

traps in p-type ones

This work

Experimental energy (eV) Energy (eV) Defect origin

Majority-electron trap 0.23–0.28 0.36 (VGa+BiAs)2− /3−

0.56–0.61 0.69 VGa2− /3−

0.60–0.67 0.78 (VGa+BiAs)− /2−

Majority-hole trap 0.87–0.88 0.80, 0.84, 0.84, 0.89 BiGa+/0, AsGa+/0, (AsGa+BiAs)+/0, (BiGa+BiAs)+/0

0.50–0.53 0.46, 0.52, 0.52 AsGa2+/+, (AsGa+BiAs)2+/+, (BiGa+BiAs)2+/+

0.27–0.30 0.33 BiGa2+/+

0.17 — —

0.12 — —

0.08 0.02–0.08 VAs+nBiAs, VGa+nBiAs

Energy levels of majority-electron traps are relative values below conduction band minimum and majority-holes traps above VBM. Defect origins predicted by this work are listed for corresponding
energy levels.
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VBM in the aforementioned non-equilibrium estimation) to include
BiGa+BiAs in Figure 3. A similar figure without this correction can be
found in Supplementary Figure S5. As all the primary traps contain at
least one of the unwanted point defects, AsGa, BiGa and VGa, one
should be able to effectively minimize the traps by an efficient
reduction of the three point defects.

Binding energy of pair defects and formation of Bi-rich clusters
To determine how point defects interact and form pair defects
(important processes during thermal annealing), we plot the binding
energy of pair defects (Figure 4). We find that BiAs+BiAs has slightly

negative (−0.02 eV) binding energies in the entire range of Fermi
energy. BiGa+BiGa, AsGa+AsGa and AsGa+BiGa have positive binding
energies when EF is less than 0.29, 0.40 and 0.65 eV, respectively, and
slightly negative binding energies otherwise. In view of their relatively
high formation energies (Figure 1c), the three pair defects are expected
to form in a small quantity over a limited range of Fermi energy. By
contrast, all the other pair defects, including those with high contents
under equilibrium or non-equilibrium conditions (AsGa+BiAs, BiGa
+BiAs and VGa+BiAs), possess negative binding energies in the entire
range of Fermi energy. The pair defects involving Bi and vacancies
have particularly low binding energies; thus the Bi–vacancy pairs likely
provide the nuclei of the Bi-rich clusters during thermal annealing.
Although BiGa+GaAs also has low binding energy, its overall formation
energy is 43.1 eV (Figure 1c), which means that its content should
be low, even in the presence of a significant Bi content under
non-equilibrium conditions (Supplementary Figure S4).
To further examine whether a vacancy can bind multiple Bi defects

together, we study relatively large clusters with and without a vacancy
in the cluster center, namely, nBiAs, nBiGa, VGa+nBiAs and VAs+nBiAs
(n= 3 and 4). It turns out that pure Bi clusters have repulsive
interactions in most regions of EF, but a vacancy strongly binds the Bi
defects together (Supplementary Figure S6). Such behavior can be
partially attributed to the compensation of the strain induced by Bi
defects and vacancies. Our results support and extend the conclusion
of a previous density functional theory study,46 which reported the
nucleus effect of VGa

0 in the formation of Bi-rich clusters using
the LDA functional. In addition to the strong binding strength,
the formation of Bi-rich clusters with vacancies rather than pure
Bi clusters is supported by another fact: VAs+3BiAs, VAs+4BiAs
and VGa+4BiAs possess energy levels 0.02–0.08 eV above the
VBM (Supplementary Figures S6a and b), which agrees with
previous experimental observations of Bi-included localized states
0.05–0.09 eV above the VBM.47 By contrast, all the examined pure Bi
defects (mBiAs for m= 1–4 and nBiGa for n= 1–2) do not have similar
energy levels.
In addition to serving as nuclei of the Bi-rich clusters, vacancies are

expected to have a critical role in assisting the diffusion of Bi during
the cluster formation, as the very large size of Bi atoms relative to Ga
and As atoms makes it unlikely to be an interstitial diffuser.
Unfortunately, the complete and quantitative modeling of the
defect-mediated Bi diffusion over all possible Fermi levels and external
chemical potentials is complex and beyond the scope of this paper.
We therefore focus on building a simplified model under As-rich and

Figure 3 Trapping rate as a function of Fermi energy for (left) minority-electron and (right) minority-hole traps induced by the energy levels of all examined
point and pair defects. Energy levels with an extremely low trapping rate are invisible within the color-mapping scheme. Temperature is set to 300 K.

Figure 4 Binding energy of pair defects relative to isolated point defects.
The plots are shown in two panels for easy visualization.
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n-type doping conditions. If we make a reasonable assumption that Bi
diffuses by a vacancy-mediated mechanism with nearest-neighbor
hops on either the Ga or As sublattice, then the diffusions must
involve the formation of the pair defect VGa+BiGa or VAs+BiAs.
Because VGa+BiGa is significantly more stable than VAs+BiAs for all
Fermi levels (Figure 1b) and has a significantly stronger binding
strength than VAs+BiAs for almost all Fermi levels (Figure 4), it is likely
that the primary Bi diffusion path is through the VGa-mediated
diffusion of BiGa. Additionally, Figure 1b shows that VGa+BiGa is stable
in the 1− charge state over a wide range of Fermi energy. Therefore,
we focus on BiGa diffusion through VGa-mediated hops, with the
whole system in the 1− charge state; the diffusion of isolated VGa is
assumed to be in the dominant 3− charge state.
We calculate the VGa-mediated BiGa diffusion using the

well-known five-frequency model, as elaborated in Supplementary
Information VIII. Six critical parameters for the model, namely, the
migration barriers of processes 0–4 and the self-diffusivity of Ga,
are found to be 2.16 eV, 2.47 eV, 1.79 eV, 2.54 eV, 1.98 eV and
4.3× 1017eð6:78eV�3EFÞ=ðkBTÞ Å2 s− 1, respectively. We observe that, in
the typical annealing temperature range of 600–800 °C and annealing
time range of 60–120 s, the diffusion length of BiGa is sufficiently long
to promote the formation of Bi-rich clusters under the n-type doping
condition. For example, a 60-s annealing at 800 °C leads to a BiGa
diffusion length over 20 Å for EF40.91 eV. By contrast, for a GaAsBi
film with 1.0–3.0% uniformly distributed Bi atoms, the average
distance between two neighboring Bi atoms is only approximately
16–11 Å. Therefore, VGa is capable of assisting BiGa diffusion to form
Bi-rich clusters in typical GaAsBi films, with typical annealing
temperatures and time. This mechanism of Bi clustering is also
supported by the fact that VGa assists the diffusion of AsGa to form

As-rich clusters during the thermal annealing of low temperature-
grown GaAs.48,49 Because of the strong binding between VGa and BiGa
as well as the relatively fast VGa-mediated BiGa diffusion, we anticipate
that the initial Bi-rich clusters consist of both Bi and VGa and that
minimizing the content of VGa is expected to effectively reduce the
formation of Bi-rich clusters under thermal annealing.

Hydrogen passivation of defects
To explore the methods of reducing the deleterious influence of
defects, we first examine the hydrogen passivation of the dominant
defects, a technology that is widely used in the silicon industry to
reduce carrier traps. Figure 5a shows that hydrogen can effectively
passivate VGa: the number of deep energy levels of VGa+nH is reduced
from three to zero as the number of hydrogen atoms, n, increases
from zero to three. Interestingly, adding a fourth hydrogen atom
around VGa does not induce an extra defect energy level in the
gap, which therefore allows a relatively wide range of hydrogen
passivation conditions without the creation of new gap states.
Thermodynamically, the H-passivated VGa are much more stable
(over 0.53 eV per VGa) compared with the isolated VGa and hydrogen
interstitial Hi, as shown in Figure 5c. Note that Hi is known to be able
to exist in bulk GaAs under common metalorganic vapor-phase
epitaxy conditions.50 Therefore, hydrogen passivation is likely to be
realized, and it could effectively remove the defect levels induced by
VGa. An additional advantage is that VGa is expected to diffuse
significantly slower after passivation, which will reduce BiGa diffusion
and, consequently, the formation of Bi-rich clusters. Because of the
similarity between VGa and VGa+BiAs, it is likely that hydrogen
passivation can also effectively remove the defect energy levels of
VGa+BiAs.

Figure 5 Lowest defect formation energy of (a) VGa+nH and (b) BiGa+nH and binding energies of (c) VGa+nH and (d) BiGa+nH. (e) Lowest defect formation
energy of Hi. The binding energy is relative to isolated Hi and VGa or BiGa. The chemical potential of H is selected as half of the energy of a H2 molecule
(other choices of the chemical potential only shift the curve in (e) up or down). Several structures of VGa+nH, BiGa+nH and Hi can be found in
Supplementary Figure S9.
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In contrast to VGa, hydrogen passivation does not remove the deep
defect levels of BiGa: both BiGa+H and BiGa+2H have two deep defect
levels in the band gap, as is BiGa (Figure 5b). The binding energy of
BiGa+H is positive at EFo0.29 eV (Figure 5d), indicating that H
passivation cannot even be realized under such condition. For BiGa
+2H, the two hydrogen atoms form a H2 molecule (Supplementary
Figure S9) rather than bind to BiGa, and the shape of its defect
formation energy curve resembles that of BiGa (Figure 5b).
Nevertheless, it is anticipated that hydrogenation would reduce the

presence of defect BiGa by shifting up EF. Figure 1a shows that BiGa
exists primarily under p-type conditions, and its formation energy
increases with EF until 0.81 eV, where Hi is a donor (Figure 5e).
Therefore, Hi will increase EF and exponentially decrease the
equilibrium content of BiGa for EFo0.81 eV. Consistent with this
prediction, previous experiments clearly showed that hydrogenation
reduced the deep-level transient spectroscopic signal of AsGa in
GaAs.51 Because of the similarity between BiGa and the three other
primary defects, namely, AsGa, AsGa+BiAs and BiGa+BiAs, it is likely
that hydrogenation would have similar effects on them.
However, because Hi introduces a defect level at 0.89 eV

(Figure 5e), which would negatively impact device performance, it is
necessary to gradually increase the hydrogenation to identify the
conditions that lead to the best device performance. Consistent with
this observation, previous experiments determined that moderate
hydrogenation prominently increased the photoluminescence intensity
of GaAs, but high hydrogen doses worsened it.52

Influence of external chemical potentials
Another method to potentially reduce the unwanted defects is by
manipulating the external chemical potentials of Ga, As and Bi, which
do not affect the positions of the defect energy levels but strongly
influence the defect formation energies. Figures 6a–c show the
formation energies of the point defects under As-rich, intermediate
and Ga-rich conditions, respectively. The formation energies of defects
involving the As site, namely, VAs, GaAs and BiAs, dramatically decrease
when the chemical potential changes from more As-rich to more
Ga-rich conditions, whereas the defects involving the Ga-site, namely
VGa, AsGa and BiGa, sharply increase accordingly. Indeed, previous
experiments found that the VGa content increases with the As vapor
pressure.33 Among the three conditions, the intermediate and Ga-rich
conditions generate the fewest unwanted defects for the n- and p-type
films, respectively. By contrast, the usual As-rich condition generates a
significant number of unwanted defects for both types of doping.

To avoid the As-rich growth condition, we suggest a more precise
introduction of the As reactant, for example, using a pulsed As
beam/precursor rather than filling the entire growth chamber with
excessive As reactant, a method having also been proposed to increase
the Bi ratio in GaAsBi.12 Additionally, one might explore the pulsed
laser deposition method,53 which uses the plasma produced from bulk
GaAs as the reactant and thus creates chemical potentials close to the
intermediate condition.

Summary
In summary, we investigate the defect thermodynamics and Bi
segregation in GaAsBi using density functional theory. We obtain
defect energy levels that correspond reasonably well to the measured
levels in GaAs and GaAsBi alloys and provide valuable insight into the
nature of previously observed defect energy levels in GaAsBi. We find
that a cation (anion) vacancy can change to an anion (cation) vacancy
at certain charge states, and this phenomenon exists in a number of
semiconductors with low ionicity. Under the usual As-rich growth
condition, AsGa, BiGa, AsGa+BiAs and BiGa+BiAs are the major minority-
electron traps in p-type films, whereas VGa and VGa+BiAs are the major
minority-hole traps in n-type films. We predict that VGa serves as the
nuclei of the Bi-rich clusters and assists the diffusion of Bi defects. To
reduce the deleterious effects of defects, we propose using hydrogen
passivation to decrease the minority-carrier traps and/or changing the
growth to the Ga-rich or intermediate chemical potential conditions.
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