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Abstract 
In linkage studies, errors in pedigree structure will often be uncovered through 
Mendelian inconsistencies. In affected sib pair analysis of diseases with late 
onset, however, such mistakes will usually go undetected since parental geno­
types are commonly not known. Cases of nonpaternity, unrecorded adoption 
or accidental sample swap in the laboratory will then not be noticed. Typically, 
such relationship errors lead to a decrease in power for linkage. In this paper, a 
method is presented which allows verification of the relationship between 
stated sibs using their marker genotypes. The method is likelihood-based and 
incorporates a Bayesian approach to compute posterior relationship probabili­
ties. It is shown that sibs, half-sibs and unrelated individuals can be distin­
guished from each other quite reliably using numbers of markers that should 
be available in most sib pair studies. It is demonstrated that elimination of 
false sib pairs increases the power to detect linkage in affected sib pair studies. 
The gain in power may be large if relationship errors occur quite frequently; 
the gain will be only moderate if relationship errors are very infrequent. Soft­
ware for relationship estimation is provided. 

In linkage studies, marker genotypes of pedigree mem­
bers provide a means to identify mistakes in pedigree 
structure. Many such errors will be detected during the 
statistical analysis through occurrence of Mendelian in­
consistencies. This is also true for affected sib pair (ASP) 
analysis if parents are typed or if parental genotypes can 
be reconstructed from relatives. However, if only two sibs 
are available and their parents are deceased, which is 
often the case with late-onset diseases such as Alzheimer's 
disease or Parkinson's disease, no 'built-in' error control 

exists. Cases of nonpaternity (or nonmaternity) will then 
go undetected so that half-sibs will be falsely analyzed as 
sibs. Similarly, unrecorded adoption, accidental sample 
swap in the laboratory, inaccurate records or misidentifi­
cation of individuals will not be noticed. These errors will 
in most instances lead to the analysis of unrelated individ­
uals as sibs. Since half-sibs and unrelated individuals are 
expected to share fewer alleles identical by descent (ibd) 
than sibs such mistakes will typically lead to a loss of pow­
er in ASP analysis. Here, relationship estimation based on 
marker genotypes is proposed to detect non-sibs and 
thereby increase the power of ASP analysis. 
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Table 1. ibd probabilities for sibs, half-sibs and unrelated indi­
viduals 

Unrelated 0 0 

Half-sib 112 112 0 
(also uncle/aunt-nephew/niece, 
grandparent-grandchild) 

Sib 114 112 114 

Absence of inbreeding is assumed. ka is the probability of having 
a = 0, I or 2 alleles ibd at a locus. 

Table 2. ibd probabilities at one locus conditional on ibd status at 
another locus for sibs, half-sibs and unrelated individuals 

Unrelated 0 I 0 0 
1 0 0 0 
2 0 0 0 

Half-sib 0 '" 1-", 0 
1 1-", '" 0 
2 0 0 0 

Sib 0 ",2 2",(1- "') (1_1fI}2 

1 "'( 1- "') ",2 + (1_1fI}2 ",(1- "') 
2 (1-1fI}2 2",(1- "') ",2 

Absence of inbreeding is assumed. kbla is the probability ofhav­
ing b = 0, 1 or 2 alleles ibd at one locus given a alleles ibd at another 
locus and inter-locus recombination fraction~. "'= ~ + (1_~)2. 

Theory of Pairwise Relationship Estimation 

As a direct consequence of the Mendelian rules of 
inheritance, genotypes of relatives are similar to each oth­
er. The closer the relationship, the higher the degree of 
genotypic (and phenotypic) similarity. Most methods of 
relationship estimation require variance computation of 
genome-wide ibd proportions for different relationships 
[e.g. ref. 1-4]. Others are based on DNA fingerprinting 
[5]. The approach taken here is likelihood based and uses 
marker genotypes. It is based on the theory developed by 
Thompson [6-8], which is extended to incorporate linked 
loci. Bayes rule is used to compute posterior relationship 
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probabilities. Even though this method is applicable to all 
pairwise relationships (i.e. the relationship between two 
individuals), the focus in this paper will be on sibs, half­
sibs and unrelated individuals. Merette and Ott [9] re­
cently discussed a similar approach using only unlinked 
loci to estimate the relationship between parents in link­
age analysis of recessive traits. Ehm and Wagner [10] 
recently proposed a test statistic based on identity by state 
to detect errors in sib-pair relationships. 

Unlinked Loci 

Assuming Hardy-Weinberg equilibrium, the probabili­
ty of the joint genotype of two individuals (here called 
pairwise genotype) at a locus only depends on the relation­
ship between the individuals and on the allele frequen­
cies. This probability may be calculated by conditioning 
on the number of alleles that are ibd at that locus between 
the two individuals. Let Pa denote the probability of the 
pairwise genotype given that the individuals have a = 0, 1 
or 2 alleles ibd. These conditional probabilities are then 
independent of the relationship and were tabulated by 
Thompson [6]. Let ka denote the probability that two indi­
viduals of a certain relationship have a = 0, 1 or 2 alleles 
ibd at a locus (table 1) [6, 11]. The probability of the 
observed pairwise genotype is then given by 

P = koPo + klPI + k2P2 

2 

= ~kaPa 
a=O 

This is a weighted average: the relationship-indepen­
dent genotype probabilities are weighted by the relation­
ship-specific ibd probabilities. Because of independence 
of unlinked loci, the joint probability for multiple un­
linked loci is given by the product of the probabilities for 
each locus. 

Linked Loci 

Linked loci are not independent, so that the product 
rule for unlinked loci does not apply. Instead, the proba­
bility of multiple linked loci must be computed jointly. 
Let P~!stand for the probability of the pairwise genotype 
at loctfs i (where the superscript denotes the locus, not an 
exponent) given the individuals have aj = 0, 1 or 2 alleles 
ibd at that locus. Let the probability of having aj alleles 
ibd at locus i conditional on aj -1 alleles ibd at locus i-I be 
denoted by k(Xl ai- 1 (table 2). These conditional ibd proba-
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bilities not only depend on the relationship, but also on 
the recombination fraction between the two loci. They 
were given for sibs by Haseman and Elston [12] and 
derived for other relationships by Bishop and Williamson 
[13]. Assuming absence of interference, this method can 
easily be extended to multiple linked loci by conditioning 
for each locus on the ibd status of the nearest neighboring 
locus (on the left or on the right, but always on the same 
side for all linked loci). The probability, PLG, of the pair­
wise genotypes in a Linkage Group consisting of m linked 
loci is then given by 

22m m 

L L L 1611, II k(i~ilai_l II P(i~i' 
a, =0 a2=0 am=O i=2 ;=1 

As in the case of an unlinked locus, this probability is 
again a weighted average: the products of the pairwise 
genotype probabilities, which are independent of the rela­
tionship, are now weighted by the products of the relation­
ship-specific conditional ibd probabilities. This formula 
also holds for unlinked loci, but is then computationally 
inefficient. As in the case for unlinked loci (an unlinked 
locus may be considered a linkage group of its own), the 
probabilities for different linkage groups are simply multi­
plied together to give the overall probability of the ob­
served pairwise genotypes for a given relationship. The 
overall probability for all linkage groups then represents 
the likelihood for the relationship under which it was 
computed. 

Presence of a Typed Parent 

The theory of pairwise relationship estimation de­
scribed above is based only on the genotypes of the two 
individuals whose relationship is to be estimated. In ASP 
analysis, one may still want to verify the relationship 
between two stated sibs if one parent is typed. Even 
though Mendelian inconsistencies will now typically lead 
to detection of unrelated individuals, the two individuals 
may still he half-sibs rather than sibs. The genotype of the 
typed parent should then be taken into account in rela­
tionship estimation. The probability of the joint genotype 
of the two individuals is now computed conditional on 
the observed genotype of the typed parent. The ibd contri­
bution from the typed parent is taken into account sepa­
rately from that of the untyped parent (true relationship is 
sib) or parents (true relationship is half-sib). Let ka and kb 
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denote the probability of having a and b alleles ibd from 
the typed parent and the untyped parent(s), respectively. 
Since sibs can be viewed as having two half-sib contribu­
tions (one from each parent), the values in tables 1 and 2 
given for half-sibs apply to ka, and those for either half­
sibs or unrelated individuals apply to kb depending on 
whether the true relationship is sib or half-sib. Then, 

a=O b=O 

Here, Pa, b is the probability of the pairwise genotype 
given the genotype of the typed parent and the ibd contri­
butions of the typed parent and the untyped parent(s). 
The computation of Pa, b involves reconstructing which 
alleles in the offspring are from the typed parent. If no 
unambiguous reconstruction is possible, all possible cases 
need to be considered and weighted appropriately. Trans­
mission probabilities need to be taken into account. In 
essence, relationship estimation in this situation is re­
duced to computing whether those alleles in the offspring 
not coming from the typed parent are more likely to have 
come from one person (in which case the two individuals 
are sibs) or from two different persons (in which case the 
two individuals are half-sibs). The method can bt: ex­
tended for use with linked loci in the same fashion as 
described above for the case when no parent is typed, 

Prior and Posterior Relationship Probabilities 

In many situations where an investigator would like to 
estimate the relationship between two individuals, the 
prior probabilities of the potential relationships are 
known to be different. The prior probabilities should then 
be incorporated in the relationship estimation. Without 
incorporation of appropriate prior probabilities, the com­
puted (posterior) relationship probabilities are not valid 
as shown by Elston [14] in the context of paternity testing. 
Goldgar and Thompson [15] also discussed a Baye:sian 
approach to paternity testing. Let this prior probability 
for relationship i be denoted by P(ri) and the correspond­
ing posterior probability (after observing pairwise geno­
types g) by P(ri Ig). P(g I ri) shall stand for the relatiomhip­
specific genotype probability computed in the manner 
described above. Then, by Bayes' rule, 

P(r;lgJ = P(glr;JP(r;J , 
Lp(glrJJP(rJJ 
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where the denominator is the sum over all possible rela­
tionships. The relationship with the highest posterior 
probability is the estimated relationship. 

The difficulty in incorporating prior probabilities lies 
in assigning appropriate values to them. In ASP analysis, 
the proportions of half-sibs and unrelated individuals will 
typically be quite small, but the values are difficult to esti­
mate accurately. These proportions depend on the popu­
lation under study, on the examined disease as well as on 
the laboratories involved in the study. Errors in genotyp­
ing have been shown to occur quite frequently (> 1 % [16]) 
and often appear to be caused by sample swapping [16] 
which typically results in two unrelated individuals falsely 
being taken to be sibs. Unrecorded adoption, incorrect 
records and misidentification of individuals are probably 
quite rare in most instances. Below, for the case when no 
parent is typed, we assume a prior probability of 0.0 1 that 
two stated sibs are in reality unrelated. If one parent is 
available for marker typing, this prior probability is 
assumed to be 0 since such cases would most likely have 
already been detected by inconsistencies. The frequency 
of nonpaternity (as well as nonmaternity) presumably var­
ies widely between different cultures. While many socie­
ties, including most Caucasian populations, appear to 
have a fairly low nonpaternity rate ( - 1 % in Switzerland) 
[17 and references therein], it is probably much higher in 
other societies [7; see section 3.6: An Amerindian genealo­
gy]. Below, for each of the two cases (zero or one parent 
typed), we consider a prior probability of 0.0 1 that two 
stated sibs are in reality half-sibs. If one parent is typed, 
the investigator may want to assign different values for 
half-sib prior probabilities depending on whether the fath­
er or mother is available for marker typing. The possibili­
ty that two stated sibs are of a relationship other than sib, 
half-sib or unrelated was not considered here, mainly 
because this will occur only infrequently. Many other rela­
tives should nonetheless be detectable by the method out­
lined here, though perhaps with lower probability. While 
it is difficult to estimate prior probabilities precisely, their 
influence on posterior probabilities decreases with an 
increase in the number of typed markers so that no high 
degree of accuracy in the estimates is required if many 
markers are typed. 

Relationship Estimation in Sib Pair Studies 

In this paper, the goal of relationship estimation is 
not to minimize misclassification between relationships 
but to maximize power for linkage. Two different ap-
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pro aches are examined below. In one approach (referred 
to as weighting approach) the posterior relationship 
probabilities are used as weights for affected sib pair 
and half-sib pair analysis: each stated sib pair in the 
pool of ascertained affected sib pairs is analyzed for ibd 
sharing assuming that the true relationship is sib. Each 
pair is also analyzed assuming that the true relationship 
is half-sib. The values from both analyses are then 
weighted by the corresponding posterior relationship 
probabilities and summed to give the number of alleles 
shared and non shared for each pair. These allele-sharing 
values can then be used to compute the sib pair statistic 
of choice. 

While the weighting approach is straightforward from 
a theoretical standpoint, it may not be of practical use 
with existing software for sib pair analysis. We therefore 
also considered an alternative approach (referred to as 
decision approach), which is more easily employed in 
practice. In this approach, a decision, based on computed 
posterior relationship probabilities, is made whether to 
keep a stated sib pair in the sib pair pool or whether to 
discard it. The remaining (i.e. nondiscarded) sib pairs are 
then analyzed as sibs just as in any sib pair analysis. 

The following rationale was used to find a suitable 
decision rule about when to discard a putative sib pair. 
Since the goal of relationship estimation in this investiga­
tion is to maximize the power for linkage, the decision 
rule should be based on one's expectation, judging solely 
by the computed posterior relationship probabilities, 
whether a stated sib pair will or will not provide evidence 
for linkage if in fact linkage exists. If a pair of individuals 
is expected to provide linkage evidence, it should be 
included in the linkage study. In contrast, if a pair of indi­
viduals is not expected to provide evidence for linkage, it 
should be excluded from the linkage study. To make a 
decision along this reasoning, an investigator may com­
pute the expected proportion of ibd sharing at the (un­
known) disease locus as a function of the computed poste­
rior relationship probabilities. Ifthis value is less than 0.5 
- which is the expected proportion of ibd sharing for sibs 
under the null hypothesis of no linkage - a stated sib pair 
should not be used in the sib pair study, because the pair is 
not expected to provide linkage evidence, even if linkage 
exists. Computing this expected value of ibd sharing, 
however, does require knowledge of disease parameters, 
which in reality - especially with complex diseases - are 
often unknown. To derive a general decision rule applica­
ble to most if not all diseases, the maximum rather than 
the expected proportion of alleles ibd between the 2 indi­
viduals is used here. Sibs may share up to 100% their 
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Table 3. Probabilities of discarding a 
pair of individuals when no parent is typed MarkCrs/ ~epQlllbiJlatiQn Probability .ot<liBCardinj! 

linkage MCtions within: unmateds haif-sibs 
group linItage :woops 

25 0.944 0.267 0.0008 
50 1 0.999 0.650 0.0002 
50 2 0.100 0.997 0.498 0.0004 
50 2 0.010 0.999 0.535 0.0004 

100 2 0.100 1.000 0.926 0.0001 
100 2 0.010 1.000 0.944 0.0000 
100 4 0.100 1.000 0.840 0.0002 
100 4 0.010 1.000 0.846 0.0004 
200 4 0.100 1.000 0.995 0.0000 
200 4 0.010 1.000 0.994 0.0000 
200 8 0.100 1.000 0.987 0.0001 
200 8 0.010 1.000 0.941 0.0005 

Results are based on 1,000 replicates for non-sibs and lO,OOO for sibs. All loci have hetero­
zygosity of roughly 0.75 (allele frequencies 0.32, 0.3, 0.2, 0.1, 0.05, 0.02 and 0.01). Prior 
probabilities for sibs, half-sibs and unrelated individuals are 0.98, 0.01 and 0.01, respective­
ly. 

alleles ibd at a locus, half-sibs only up to 50% and unre­
lated individuals 0% (assuming absence of linkage dis­
equilibrium). These values are then weighted by the com­
puted posterior relationship probabilities. As an example, 
if the posterior relationship probabilities for sibs, half-sibs 
and unrelated individuals are 0.7, 0.2 and 0.1, the maxi­
mum possible proportion of ibd sharing is 0.7 * 1 + 0.2 * 
0.5 + 0.1 * 0 = 0.8. If this maximum possible proportion of 
ibd sharing is less than 0.5, the putative sib pair should be 
discarded. This maximum ibd proportion will be ob­
tained only in the (ideal) case that the disease is Mende­
lian, rare, fully penetrant, recessive and without phenoco­
pies and when the marker is located exactly at the disease 
and is fully informative. Of course, this situation rarely -
if ever - occurs in reality. With most diseases, this maxi­
mal ibd sharing is not observed because (1) many disease 
loci have some dominance component, (2) phenocopies 
will often be present for heterogeneous diseases, (3) it is 
thought that several disease loci jointly determine affec­
tion with complex diseases, so that allele sharing between 
affected individuals is often reduced at any particular dis­
ease locus, (4) disease alleles may be quite frequent and 
(5) a marker may not be available right at the disease 
locus. Discarding stated sibs only for values less than 0.5 
will therefore be extremely conservative (i.e. fewer non­
sibs will be discarded than desired) in most instances. 
Here, we chose a maximum ibd proportion of 0.6 as the 
criterion, which we believe to be still conservative for 
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almost all diseases. If the computed maximum possible 
proportion of ibd sharing is less than 0.6, a stated sib pair 
was discarded. 

Properties of the Decision Approach 

The properties of the decision approach were evaluat­
ed via computer simulation on the basis of the following 
two statistics: (1) The probability that a true sib pair is 
falsely discarded (smaller is better), and (2) the probabili­
ty that nonsibs are correctly discarded (larger is better). 
All simulations in this paper were carried out assuming 
marker heterozygosities of roughly 0.75 (allele frequencies 
0.32,0.3,0.2,0.1,0.05,0.02 and 0.01). 

When no parent is typed (table 3), unrelated individu­
als are excluded from subsequent ASP analysis with high 
probability (>0.9 for as few as 25 unlinked markers). The 
probability with which half-sibs are discarded is lower 
«0.3 for 25 unlinked markers), but increases quickly with 
additional markers (>0.8 for 100 markers). The probabili­
ty of falsely discarding sibs is very small «0.001 for 25 
unlinked markers) and decreases further with an increase 
in the number of markers. When one parent is typed (ta­
ble 4), sibs and half-sibs can be distinguished more easily 
than when no parent is typed; the probability of correctly 
discarding half-sibs is higher (>0.6 for 25 and >0.9 for at 
least 50 markers, respectively), and the probability of 
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Table 4. Probabilities of discarding a pair of individuals when 
one parent is typed 

Markers 

25 
50 
50 
50 

100 
100 
100 
100 
200 
200 
200 
200 

Markers! 
linkage 
group 

1 
1 
2 
2 
2 
2 
4 
4 
4 
4 
8 
8 

Recombination Probability of discarding 
fractions within 

half-sibs sibs linkage groups 

0.614 0.0005 
0.948 0.0003 

0.100 0.932 0.0002 
0.010 0.968 0.0000 
0.100 1.000 0.0000 
0.010 1.000 0.0000 
0.100 0.999 0.0000 
0.010 0.999 0.0000 
0.100 1.000 0.0000 
0.010 1.000 0.0000 
0.100 1.000 0.0000 
0.010 1.000 0.0000 

Results are based on 1,000 replicates for half-sibs and 10,000 for 
sibs. All loci have heterozygosity of roughly 0.75 (allele frequencies 
0.32,0.3,0.2,0.1,0.05,0.02 and 0.01). Prior probabilities for sibs 
and half-sibs are 0.99 and 0.01, respectively. 

falsely discarding true sibs is even lower (~0.0005 for at 
least 25 markers). If nonsibs are believed to occur with 
higher probabilities than assumed here, they will be dis­
carded with even higher probability, while the probability 
of discarding true sibs falsely is still very low (data not 
shown). 

Power Gain in ASP Analysis through Relationship 
Estimation 

The usefulness of relationship verification between 
sibs for ASP analysis was assessed by computer simula­
tion. Complete ASP studies of a complex trait were simu­
lated (one ASP study is one replicate), and the p values 
obtained in the sib pair test with or without prior relation­
ship estimation were recorded for each replicate. 

The following disease model was used in the simula­
tions: A quantitative trait with heritability of 50% was 
assumed to be the underlying cause of the disease. The 
major disease locus (no dominance component, frequen­
cy of disease-predisposing allele 0.2) contributed 30% to 
the variance of this quantitative trait, while 4 additional 
loci each contributed 5 %. The remaining variation in the 
quantitative trait belonged in equal parts (i.e. 25% each) 
to shared and nonshared environmental effects. Individu­
als in the upper 5th percentile of the distribution were tak-
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en to be affected with the disease (i.e. disease prevalence 
was 5%). In most studies, investigators appear to allow 
only for non-shared environmental effects. We find that 
the shared environment acts as a confounder for linkage 
(similar to background heritability) thus making linkage 
harder to detect. Since a model with shared environmen­
tal effects probably represents reality more closely, such a 
model has been used in these simulations. 

Between 250 and 400 affected pairs with or without a 
typed parent were simulated for each replicate. The true 
relationship of each pair was simulated according to cho­
sen prior relationship probabilities. A marker linked to 
the major disease locus with recombination fraction 0.01 
was simulated (assuming absence of linkage disequilibri­
um). The ASP test was based on this marker. 100 addi­
tional markers located throughout the genome but un­
linked to the major disease locus were simulated for each 
individual. Relationship estimation was based on these 
100 markers. 

Each replicate was then analyzed in 4 different ways. 
In method 1, all pairs, irrespective of the true relation­
ship, were included in ASP analysis. This method repre­
sents ignorance regarding relationship misspecifications 
and is the normal way of analysis in most studies. In 
methods 2 and 3, the relationship between the individuals 
was estimated (based on the 100 simulated markers). In 
method 2, the decision approach was followed; in method 
3, the weighting approach was used. In method 4, the 
affected pairs were analyzed under their true relationship, 
i.e. sibs were analyzed as sibs, half-sibs as half-sibs and 
unrelated individuals were not analyzed since they pro­
vide no linkage information. This last method represents 
the ideal and hypothetical case without relationship er­
rors. The p values of the mean test of allele sharing [18] 
were recorded for all four methods of analysis. Each result 
is based on 1,000 replicates. 

Table 5 gives the power of the 4 methods of analysis, 
that is, the probability of finding a significant linkage 
result in the ASP test, where significance is defined as 
achieving an empirical significance level, p ~ 0.000022 
(corresponding to an asymptomatic lod score of 3.6). This 
value has been suggested as a suitable threshold for declar­
ing a linkage finding in an affected sib pair study as signif­
icant [19]. In addition, the average (as judged by the 
median over replicates) ratio of the observed p value with­
out relationship estimation and the p values obtained 
with the different methods of relationship estimation is 
given in table 5. These ratios indicate by what factor one 
can expect on average (median) the p value of a sib pair 
study to decrease when relationship estimation is used. 
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Table 5. Effect ofrelationship estimation on ASP studies for a complex trait 

Prior relationship Parents Families Method of analysis 
probabilities typed 

2 3 4 
(sib, half-sib, unrelated) 

0.88,0.10,0.02 0 400 power 0.035 0.372 0.381 0.387 
p ratio I 72.039 77.282 81.459 

0.98,0.01,0.01 0 350 power 0.277 0.379 0.388 0.392 
p ratio 1 2.560 2.628 2.648 

0.90, 0.10, 0 300 power 0.109 0.378 0.417 0.417 
pratio 1 19.921 28.473 28.426 

0.99,0.01,0 250 power 0.267 0.297 0.298 0.298 
p ratio 1.277 1.324 1.326 

Shown is the power of the simulated ASP study to obtain a significant linkage finding with and without different 
methods of relationship estimation. Also shown is the median ratio of the p value obtained in the ASP study without 
relationship estimation and the p values obtained when the different methods of relationship estimation are used. 
Refer to the text on details about the disease model used and a description of the simulations. Results are based on 
1000 replicates. 

Method 1: Analysis of all affected pairs as sibs regardless of true relationship. 
Method 2: Analysis involving decision approach of relationship estimation. 
Method 3: Analysis involving weighting approach of relationship estimation. 
Method 4: Analysis under true relationship (no relationship errors). 

The results show that relationship estimation can greatly 
increase the power for linkage in ASP studies if relation­
ship errors are quite frequent. However, if these errors are 
infrequent, the effect on the ASP study is much smaller. 
When relationship errors occur very infrequently, rela­
tionship estimation is neither necessary nor very useful. 
As expected, the higher the proportion of non-sibs, the 
greater the gain in power. With relationship estimation 
based on 100 markers as in these simulations, both meth­
ods involving relationship estimation prior to ASP analy­
sis (i.e. the weighting approach and the decision ap­
proach) closely approach the ideal hypothetical situation 
without relationship errors. 

Discussion 

The presence of half-sibs and unrelated individuals in 
a pool of ascertained affected sib pairs will typically lead 
to a loss of power in ASP analysis. The higher the propor­
tion of non-sibs and the lower the power to detect linkage 
a priori, as with complex diseases, the more pronounced 
this effect. The impact of unrelated individuals is severer 
than that of half-sibs. While nonsibs are typically identi­
fied by Mendelian inconsistencies when parental geno­
types are known, this is generally not the case when paren-
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tal genotypes are unavailable. The outlined method of 
verifying the relationship between stated sibs allows the 
detection of such relationship errors in most instances if a 
sufficient number of markers has been typed. This meth­
od should therefore be useful for ASP studies of diseases 
with late age of onset, where parents of affected individu­
als are often dead. It has been proposed [20] that it may be 
more efficient, from a standpoint of cost effectiveness in 
linkage analysis, not to type parents but rather additional 
affected sib pairs, especially if marker heterozygosity is 
high (as with most modem markers) and if there is no 
shortage of affected sib pairs (as with common diseases). 
Relationship estimation may give the linkage analyst 
more 'faith' in such an approach. 

Throughout this paper, it has been implicitly assumed 
(in the presented theory as well as the simulations) that 
male and female recombination fractions are equal. When 
one parent is typed, differences in recombination rates 
between the sexes could easily be incorporated into the 
theory, however. When no parent is typed, this would nei­
ther be as straightforward nor as useful. 

Absence of inbreeding was assumed in this investiga­
tion. If this is not the case, the ibd probabilities given in 
tables 1 and 2 do not hold, since the presence of inbreed­
ing would lead to increased ibd sharing. If the ibd proba­
bilities from tables 1 and 2 are nonetheless used, inbred 
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sibs as well as inbred half-sibs and unrelated individuals 
will be discarded with lower probabilities than those 
shown in tables 3 and 4. 

The posterior relationship probabilities are influenced 
by misspecification of marker allele frequencies. Incor­
rectly assuming equal allele frequencies at all loci will typ­
ically lower the probability to detect non-sibs, while the 
risk of falsely mistaking true sibs for non-sibs will also be 
decreased (data not shown). It has been found that incor­
rectly assuming equal allele frequencies often leads to 
false-positive evidence for linkage in lod score analysis of 
pedigrees with untyped individuals [21]. Similarly, allele 
sharing is biased upwards, which in ASP analysis may 
lead to false-positive evidence for linkage. In relationship 
estimation, it results in a bias towards closer relation­
ships. Since relationship estimation is based on many 
marker genotypes jointly, it is more robust to wrong allele 
frequencies than sib pair statistics, which are based on 
only a single marker or a few markers in case of multi­
point analysis, when parents are not typed. Allele frequen­
cies should therefore have already been estimated for the 
sake of sib pair analysis. 

Relationship estimation and ASP analysis are both 
based on ibd sharing distributions. If the same markers 
are used for both methods, the results are not independent 
of each other. This may potentially lead to false-positive 
evidence for linkage in ASP analysis when the relation­
ship between sibs is verified via relationship estimation. 
As an example, consider the decision approach and 
assume all stated sibs are true sibs. If any sib pairs are now 
(falsely) excluded from the linkage study, the remaining 
sib pairs are no longer a random sample of affected sib 
pairs; they are depleted of sibs sharing by chance only a 
small number of alleles ibd (because it is these very sib 
pairs that were mistaken for nonsibs and discarded). The 
chance of a false-positive linkage finding is then in­
creased. This problem is completely avoided if two differ­
ent (and unlinked) sets of markers are used for ASP analy­
sis and relationship estimation. To avoid typing extra 
markers only for relationship estimation, this may be 
most easily achieved by only using those markers for rela­
tionship estimation which are located in regions other 
than where the investigator is currently looking for link­
age to the disease. Relationship estimation is therefore 
perhaps most easily employed after encouraging linkage 
evidence has been found. If many markers throughout the 
genome are typed, the evidence for a relationship error is 
often so overwhelming that omitting markers in any 
genomic region from relationship estimation does not 
make any difference regarding the decision on discarding. 
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A bias for relationship estimation may occur if mark­
ers that are linked to susceptibility loci are used in rela­
tionship estimation. This is the case because the values of 
ibd probabilities given in tables 1 and 2 would not be true 
for sibs and half-sibs in that situation - similar to the case 
where inbreeding is present as discussed above. Using 
markers linked to disease loci would typically make 
affected individuals appear more closely related than they 
are in reality since the genotypes of affected individuals 
are expected to be similar at markers linked to disease 
loci. True sibs would be even less likely to be mistaken for 
non-sibs, but half-sibs would be slightly more difficult to 
detect. Assuming absence of linkage disequilibrium, this 
situation would not affect the ability to detect unrelated 
individuals. Because relationship estimation is based on 
many markers jointly, this bias on relationship estimation 
should be small. Its direction is 'safe' with respect to the 
sib pair study if the guideline from above regarding which 
markers to use for relationship estimation is followed. For 
complex traits, the situation is more complicated, and it is 
important that individuals are only discarded if there is 
good evidence that two individuals are not sibs. 

When fewer than, say, 25 markers are typed or when 
the available markers fall into only a small number of 
linkage groups or when linkage groups with tightly linked 
markers contain very different numbers of markers, rela­
tionship estimation is less accurate. In the decision ap­
proach, the probability with which true sibs are falsely dis­
carded may on occasion be much higher than shown (data 
not shown). This may be unacceptable if the suspected 
proportion of half-sibs and unrelated individuals is low 
because more true sibs than nonsibs may then be dis­
carded. We do not recommend using relationship estima­
tion in this case. 

It may be of interest to compare the information for 
relationship estimation provided by unlinked and linked 
markers, but such a comparison depends on the true rela­
tionship and the alternative relationships in question. As 
an extreme example, the relationship half-sib, grandpar­
ent-grandchild and uncle/aunt-nephew/niece have identi­
cal ibd probabilities for unlinked loci. These three rela­
tionships can therefore only be distinguished using linked 
loci [7]. For the three relationships considered here, 
unlinked loci provide more information (see tables 3 and 
4; additional data not shown). In addition, occasional 
genotyping errors presumably have only a negligible in­
fluence on relationship estimation if they occur in un­
linked markers. With linked markers, especially iflinkage 
is tight, errors in genotyping will have a greater, yet proba­
bly still small, effect, at least as long as the available mark-
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Software ers fall into many linkage groups. Even though unlinked 
markers are preferable, it is clear from the results shown 
in tables 3 and 4 that, due to the limited size of the 
genome, linked markers provide valuable information for 
relationship estimation. It may be tempting not to bother 
with the recombination fractions between markers and to 
simply treat all markers as unlinked despite knowledge to 
the contrary. This, however, is not advisable. While this 
perhaps may not lead to a systematic bias, relationship 
estimation becomes much less reliable and true sibs may 
be falsely mistaken for nonsibs with quite a high frequen­
cy (data not shown). Small and unavoidable errors in the 
estimates of the intermarker recombination fractions 
should not influence relationship estimation signifi­
cantly. 

Software for relationship estimation (program 'relative'), which 
accepts normal LINKAGE format input files, is available by anony­
mous ftp from linkage.rockefeller.edu in subdirectory software/rela­
tive. 
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