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ability of the X-ray structure also allowed
clever disulphide cross-linking experiments
to be designed, showing the positional inter-
change of the b subunits as catalysis pro-
ceeds6,7. Specialized fluorescence techniques
provided strong evidence for the rotation8.
Rotational catalysis finally became widely
accepted in 1997 when Noji et al.9 dramati-
cally showed the rotation directly. They
attached a fluorescently labelled actin fila-
ment to the g subunit of the F1 portion fixed
on a slide, then watched the filament spin as
the enzyme cleaved ATP.

Other studies have looked into the
arrangement of the subunits (Fig. 1). The
many copies of the c subunit in the F0 portion
are arranged in a ring, with a conserved car-
boxyl group near the middle of one of the two
hydrophobic helices that cross the mem-
brane. These two helices are connected by a
polar loop with conserved residues. The b
and d subunits form a stator, which assures
that rotational movement of the g subunit
drives conformational changes in the b sub-
units. The e and g subunits contact each
other and the polar loop of subunit c. The a
subunit contacts the ring of c subunits and
provides groups that probably participate in
proton transfer through the F0 portion. Such
proton transfer is thought to cause the ring
of c subunits to move in a step-wise fashion
relative to the a subunit. This results, in turn,
in rotation of the e and g subunits.

But does proton translocation cause
meaningful changes in the conformation of
the c subunit — changes that might drive the
rotation? This is the problem that has been
elegantly addressed by Rastogi and Girvin1.
To do this, they used two main methods. One
was to measure the location and distance
constraints provided by selected cysteine
insertions that allowed disulphide-bond
formation. The other was NMR, which gave
structure and distance constraints from 13C-

and 15N-resolved three-dimensional NOESY
data. 

Fillingame and colleagues10 have used the
NMR approach to provide a structure for the
monomeric c subunit. Combining this with
disulphide-crosslinking and other data,
these authors developed a model for the
structure of the c-subunit ring and its inter-
actions with the a subunit. They found that
the key residue, an aspartic acid at position
61 (Asp61), was lodged at the centre of four
a-helices of a c–c dimer. They proposed that,
as deprotonation and protonation occur
when the ring of c subunits interacts with the
a subunit, the critical carboxyl group might
move towards the periphery of the ring by a
swivelling of adjacent helices.

The oligomeric model developed by
Rastogi and Girvin1 provides insight into
the catalytic mechanism. These authors
deduced the conformations of the protonat-
ed and deprotonated forms of the c subunit.
When Asp61 is deprotonated, there is a dra-
matic 140°-rotation of the carboxy-terminal
helix with respect to the amino-terminal
helix. The authors suggest two ways in which
rotation of this helix might drive rotation of
the g subunit. In one, the a subunit moves
with the carboxy-terminal helix of the c sub-
unit, providing a 30° relative movement of
the ring with respect to the a subunit. In an
alternative, a negative charge, or ‘proton
hole’, is envisaged. This traverses the ring
until it encounters an e subunit, which is
then displaced to an adjacent c subunit,
accomplishing a 30° rotation of the e–g
stalk. 

Although progress, including the work of
Rastogi and Girvin, is commendable, ques-
tions and uncertainties remain. In unveiling
the details of how nature accomplishes
this remarkable catalysis, we will probably
uncover yet more surprising features. n
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Daedalus

Frankenstein lives!
The adult immune system attacks foreign
proteins ferociously, even those of a life-
giving transplant. Yet a fetus in the womb
accepts foreign cells quite amicably. Even
better, it thereafter regards them as part of
itself. When adult, it will accept more
transplants from the owner of the cells.

So Daedalus has a new strategy of organ
transplantation. Take a cohort of expectant
mothers, and extract some cells from each
fetus by standard amniocentesis methods.
Then inject each fetus with cells from all
the others. They will grow up into a cohort
of mutually immunocompatible adults, any
of whom can give a transplant to any of the
others, or receive one, with no rejection
problems at all.

The organ-donor card of each member
should specify his cohort; if he met a fatal
accident, his organs could be given at once
to any other members in need of them.
Cohort members should be as closely
related as possible, so that transplants
between them would be physically as well
as immunologically similar, and to give
each member a sound genetic motive for
providing another with a transplant.
Mothers from one extended family, or
from a fairly inbred village, are obvious
cohort founders, but the bigger the cohorts
the better. If (improbably) immunological
tolerance is inherited, cohorts could be
merged in successive generations until in
time the whole of humanity shared the
same immunological compatibility. But
even a mass of small cohorts would
revolutionize the transplant business.
Rejection problems would cease, and
recipients would no longer face a lifetime
of drug-taking.

Transplant surgery would boom. Not
only skin, hearts, livers and kidneys, but all
parts of the body could be exchanged —
even brains and pieces of brain. The
successful introduction of fetal brain 
tissue into adult brains suggests that a
composite brain might rewire itself into a
functional unit quite well. Total death
could thus be averted. From a dozen
oldsters, all suffering from different
infirmities and brain deficits, a surgeon
could assemble a perfectly healthy
composite individual. The composite
would have memories and skills from each
of its predecessors, who would all survive
as subsidiary personalities in the new joint
venture. David Jones

The Further Inventions of Daedalus (Oxford
University Press), 148 past Daedalus columns
expanded and illustrated, is now on sale.
Special Nature offer: m.curtis@nature.com

erratum In the opening paragraph of the News
and Views article “Carbon cycle: The blast in the past”
(Nature 401, 752–755; 1999) the figure 2,000–4,000
gigatonnes of carbon should have been rendered as
2–4 million million tonnes or 2–4 billion billion grams
(not 2–4 billion billion tonnes).

Figure 2 How rotation of the g subunit drives
catalysis. During ATP synthesis, rotation of the g
subunit causes sequential changes in the b
subunits. A rotation of 120° changes the b
subunit that binds ADP and Pi to a form with
tightly bound ATP. The subunit with tightly
bound ATP then changes to a form that releases
ATP, and the third subunit prepares to bind
another ADP and Pi.
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a1(H101R) mice are healthy, ending specu-
lation about the existence of natural benzo-
diazepine-like modulators. If histidine 101
were part of the binding site for these hypo-
thetical molecules, this site would have van-
ished in the a1(H101R) mice, so they might,
for example, have become more alert or slept
less. But Rudolph et al. found no hints of
such behaviour. 

When the authors gave the mutant mice
diazepam, however, there were two clear
changes. First, the mice showed no sedation
(measured by how much they run around
and show an interest in their environment).
And second, their memory was not impaired
— at least, not for unpleasant events (going
into a dark chamber and receiving an electric
footshock). In contrast, when non-mutant
mice were given the same dose of the drug
they became sluggish, relaxed and apt to
forget bad experiences. 

These experiments highlight the impor-
tance of a1-containing GABAA receptors in
the brain circuits that control general arousal
and certain types of memory. However, the
anxiety-reducing properties of benzodi-
azepines are just as potent in a1(H101R)
mice as in controls. In other words, the anxi-
ety-reducing effects of benzodiazepines are
distinct from their general sedative actions
(until now, an open question), and must
depend instead on GABAA receptors with a2,
a3 or a5 subunits. 

Maintenance of muscle tone also seems to
be independent of a1-containing receptors,
because the a1(H101R) mutants became
clumsy when treated with diazepam. And the
ability of benzodiazepine drugs to enhance

the effects of alcohol — a fact reflected in
road-death statistics — is also independent
of the a1 subunit, as the a1(H101R) mice
were affected just as strongly as wild-type
animals by alcohol/benzodiazepine cock-
tails. Receptors containing the a2 and a3
subunits (which, unlike those containing a1,
are expressed in the spinal cord) are likely
candidates. But a1 subunits might still be
involved in the other ill effects of combining
alcohol and benzodiazepines, such as mem-
ory blackouts. 

Can drugs be developed that are specific
for GABAA-receptor subtypes, and hence
for, say, anxiety-reducing effects? ‘Proof-of-
principle’ successes with a5- and a6-selec-
tive compounds9,10 indicate that such drugs
are not far away. The technique described by
Rudolph et al. is equally applicable to genes
for the a2, a3 and a5 subunits (Fig. 2). The
corresponding H101R mutants will narrow
down which behaviours are influenced by
which receptor type, and these results can
be combined with large-scale screening for
drugs on cloned receptors. The promise for

the future is a directed search for drugs to
treat conditions including anxiety, insomnia
and epilepsy. n
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Figure 2 Distribution of benzodiazepine-binding
sites in the mouse brain. a, In brain with a
normal a1 gene (a1H101), the location of
benzodiazepine-sensitive GABAA receptors with
an a1 subunit is shown in pink, and GABAA

receptors containing the a2, a3 and a5 subunits
are in blue. Some parts of the brain (such as the
hippocampus, cortex, olfactory bulb and
thalamus) contain a mixture of receptor types,
indicated by the overlap of blue and pink. Other
brain areas, such as the striatum, contain mainly
non-a1 receptors. b, In the a1R101 mice made
by Rudolph et al.1, the a1-containing receptors
cannot bind benzodiazepines and only the a2,
a3 and a5 sites remain. Large areas of the
a1R101 brain are insensitive — or, at least, less
sensitive — to benzodiazepines. Carbon cycle

The blast in the past
Gerald R. Dickens

On current estimates1–3, over a period of
less than a thousand years 2,000–4,000
gigatonnes of carbon will be added to

the atmosphere by human activity. That’s
2–4 billion billion tonnes. What will be the
consequence of this rapid and massive
release of carbon? The question has been
tackled primarily with numerical simula-
tions of the global carbon cycle constrained
by experiments, present-day observations
and records from the late Quaternary, the
past 200,000 years or so of Earth history. 

An alternative — studying ancient blasts
of carbon — has always seemed pointless
simply because we thought that there weren’t
any such blasts; as many of us know, natural
processes cannot suddenly add enormous
amounts of carbon to the ocean or atmos-
phere2. That view of the global carbon cycle is
spectacularly flawed, however, as highlight-
ed in the paper by Norris and Röhl on page
775 of this issue4.

For just a brief period, about 55 million
years ago, temperatures at high latitudes and
in the deep oceans soared by 5–7 °C (refs
5–7). This event, called the late Palaeocene
thermal maximum or LPTM6, coincided
with an extraordinary decrease in the 13C/12C
ratio (d13C) of all carbon on the Earth’s sur-
face5,7–9. In sequences of marine sediments
examined to date, this isotope anomaly is an
abrupt drop in d13C of 12.5 to 13 ‰ over 5
to 20 cm followed by a roughly exponential

return to near-initial values over 1 to 4 m
(refs 5,7,9). The magnitude, shape and wide-
spread nature of the isotope anomaly
indicate a massive input of carbon to the
ocean or atmosphere from an external reser-
voir greatly enriched in 12C, followed by
a gradual return to earlier conditions7,9,10. 

Time is central to understanding carbon
input during the LPTM. Based on long-term
sedimentation rates at several marine loca-
tions, previous studies5,7,9 suggested that
the abrupt drop and gradual return in d13C
spanned less than 10,000 years and about
140,000 years, respectively. But such an
interpretation necessarily implies that
carbon was being added to the ocean or
atmosphere at rates approaching or exceed-
ing those of present-day anthropogenic
inputs7,10. Clearly, we have a dilemma: either
models of the global carbon cycle are incom-
plete at a basic level, or the inferred timing of
the d13C anomaly is incorrect. Without a
detailed timescale across the LPTM, one
can certainly attribute the apparently rapid
occurrence of the d13C anomaly to a fanciful
interpretation of the geological record.

During 1997, the Ocean Drilling Pro-
gram recovered a continuous sediment
sequence across the LPTM from a hole (site
1051) in the western Atlantic Ocean4,11.
Unlike all previously recovered late
Palaeocene sections, this record contains
obvious cycles in sediment composition.
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What Norris and Röhl4 have done is to quan-
tify the amplitude and thickness of each cycle
over a considerable length of the upper
Palaeocene and lower Eocene, between 54
and 56 million years ago. Then, following
numerous previous studies of marine sedi-
ment, they show that the observed sediment
cycles have a regular frequency consistent
with the Earth’s precessional period of about
20,000 years. Using this astronomically cali-
brated timescale for the Palaeocene–Eocene

transition, they conclude that the abrupt
decrease and gradual return in d13C at site
1051 indeed took less than 10,000 years and
about 140,000 years, respectively (Fig. 1).
The full 2.5–3‰ amplitude of the isotope
anomaly is not evident in the bulk carbonate
record, probably because the bulk record
includes variable amounts of carbon from
deep- and shallow-ocean reservoirs. Never-
theless, the data concerned look solid: there
is now no question that the isotope composi-

tion of all major carbon reservoirs suddenly
changed during the LPTM.

These new records across the LPTM force
us to reconstruct the widely held models of
the global carbon cycle. Specifically, there
must be a large reservoir that, in the distant
past, has sporadically been able to add huge
quantities of 12C-rich carbon to the ocean or
atmosphere over very short periods of time.
As discussed by Norris and Röhl4, and
others9–11, the best explanation is that the
carbon cycle contains a large gas-hydrate
capacitor (Fig. 2) because no other reservoir
contains a large mass of carbon sufficiently
enriched in 12C. Gas hydrates are ice-like
solids composed of gas and water that are
stable at high pressure, low temperature and
high gas concentration12. We know that sedi-
ment on continental slopes contains enor-
mous quantities of 12C-rich carbon as CH4

(methane) hydrate12, and that has presum-
ably been the case throughout time. Carbon
input fluxes to this global gas-hydrate capac-
itor (conversion of organic matter to CH4)
have probably been similar to carbon output
fluxes (oxidation of CH4 to SCO2) over most
of the geological record. But during the
5–7-°C deep-ocean warming at the LPTM,
the cause of which remains unclear, it seems
that thermal dissociation of gas hydrate
caused CH4 release rates greatly to exceed
production rates10. The result was a massive
and rapid input of at least 1,000 gigatonnes
of 12C-rich carbon into the ocean and atmo-
sphere (Figs 1, 2). 

Carbon we add to the atmosphere today
will eventually precipitate as carbonate and
organic carbon2,3. In the debate over the
parameters and feedbacks that govern such
carbon sequestering, present-day observa-
tions and Quaternary records offer only
limited help. In theory, future removal of
anthropogenic input of carbon into the envi-
ronment could be tracked by a quasi-expo-
nential increase in the d13C of the ocean or
atmosphere3,13. If the carbon cycle 55 million
years ago operated in a similar way to the way
it does now, the record presented by Norris
and Röhl4 implies that the carbon we inject
over the coming millennium will remain
with us in the ocean, atmosphere and bio-
mass for at least another 120,000 years. 

During the LPTM, the first 10,000 years
after massive carbon input when d13C is rela-
tively constant are particularly important,
because this indicates a transition period
when inputs and outputs of the global car-
bon cycle are balanced. Norris and Röhl4 and
Bains et al.11 suggest that this was a time of
diminished CH4 input (Fig. 2). A global car-
bon cycle that cannot remove carbon imme-
diately after massive carbon injection is a
provocative alternative. With a revised
model for the global carbon cycle, and a
single, well-dated late Palaeocene section, we
can now begin to view aspects of Earth’s
future in an entirely new light. n
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Figure 1 States of carbon around the late Palaeocene thermal maximum (LPTM), 55 million years ago.
a, Norris and Röhl’s astronomically calibrated carbon isotope (d13C) record across the LPTM at
Ocean Drilling Program site 1051. b, Step-wise integration of the time-record according to mass-
balance equations10,13 to obtain a methane carbon-source function. This simple analysis of the d13C
record gives a minimum carbon input during the LPTM in gigatonnes. It assumes present-day values
for the global carbon cycle2,10 and does not consider additional carbon input from dissolution of
carbonate.

Figure 2 Model of the exogenic carbon cycle that includes a large gas-hydrate capacitor. The major
carbon reservoirs, including gas hydrates, are connected by internal exchange fluxes (blue arrows).
Carbon is added to and removed from these reservoirs by external exchange fluxes with the rock cycle
(orange arrows). The sizes (masses) of reservoirs are not drawn to scale.
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ability of the X-ray structure also allowed
clever disulphide cross-linking experiments
to be designed, showing the positional inter-
change of the b subunits as catalysis pro-
ceeds6,7. Specialized fluorescence techniques
provided strong evidence for the rotation8.
Rotational catalysis finally became widely
accepted in 1997 when Noji et al.9 dramati-
cally showed the rotation directly. They
attached a fluorescently labelled actin fila-
ment to the g subunit of the F1 portion fixed
on a slide, then watched the filament spin as
the enzyme cleaved ATP.

Other studies have looked into the
arrangement of the subunits (Fig. 1). The
many copies of the c subunit in the F0 portion
are arranged in a ring, with a conserved car-
boxyl group near the middle of one of the two
hydrophobic helices that cross the mem-
brane. These two helices are connected by a
polar loop with conserved residues. The b
and d subunits form a stator, which assures
that rotational movement of the g subunit
drives conformational changes in the b sub-
units. The e and g subunits contact each
other and the polar loop of subunit c. The a
subunit contacts the ring of c subunits and
provides groups that probably participate in
proton transfer through the F0 portion. Such
proton transfer is thought to cause the ring
of c subunits to move in a step-wise fashion
relative to the a subunit. This results, in turn,
in rotation of the e and g subunits.

But does proton translocation cause
meaningful changes in the conformation of
the c subunit — changes that might drive the
rotation? This is the problem that has been
elegantly addressed by Rastogi and Girvin1.
To do this, they used two main methods. One
was to measure the location and distance
constraints provided by selected cysteine
insertions that allowed disulphide-bond
formation. The other was NMR, which gave
structure and distance constraints from 13C-

and 15N-resolved three-dimensional NOESY
data. 

Fillingame and colleagues10 have used the
NMR approach to provide a structure for the
monomeric c subunit. Combining this with
disulphide-crosslinking and other data,
these authors developed a model for the
structure of the c-subunit ring and its inter-
actions with the a subunit. They found that
the key residue, an aspartic acid at position
61 (Asp61), was lodged at the centre of four
a-helices of a c–c dimer. They proposed that,
as deprotonation and protonation occur
when the ring of c subunits interacts with the
a subunit, the critical carboxyl group might
move towards the periphery of the ring by a
swivelling of adjacent helices.

The oligomeric model developed by
Rastogi and Girvin1 provides insight into
the catalytic mechanism. These authors
deduced the conformations of the protonat-
ed and deprotonated forms of the c subunit.
When Asp61 is deprotonated, there is a dra-
matic 140°-rotation of the carboxy-terminal
helix with respect to the amino-terminal
helix. The authors suggest two ways in which
rotation of this helix might drive rotation of
the g subunit. In one, the a subunit moves
with the carboxy-terminal helix of the c sub-
unit, providing a 30° relative movement of
the ring with respect to the a subunit. In an
alternative, a negative charge, or ‘proton
hole’, is envisaged. This traverses the ring
until it encounters an e subunit, which is
then displaced to an adjacent c subunit,
accomplishing a 30° rotation of the e–g
stalk. 

Although progress, including the work of
Rastogi and Girvin, is commendable, ques-
tions and uncertainties remain. In unveiling
the details of how nature accomplishes
this remarkable catalysis, we will probably
uncover yet more surprising features. n
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Daedalus

Frankenstein lives!
The adult immune system attacks foreign
proteins ferociously, even those of a life-
giving transplant. Yet a fetus in the womb
accepts foreign cells quite amicably. Even
better, it thereafter regards them as part of
itself. When adult, it will accept more
transplants from the owner of the cells.

So Daedalus has a new strategy of organ
transplantation. Take a cohort of expectant
mothers, and extract some cells from each
fetus by standard amniocentesis methods.
Then inject each fetus with cells from all
the others. They will grow up into a cohort
of mutually immunocompatible adults, any
of whom can give a transplant to any of the
others, or receive one, with no rejection
problems at all.

The organ-donor card of each member
should specify his cohort; if he met a fatal
accident, his organs could be given at once
to any other members in need of them.
Cohort members should be as closely
related as possible, so that transplants
between them would be physically as well
as immunologically similar, and to give
each member a sound genetic motive for
providing another with a transplant.
Mothers from one extended family, or
from a fairly inbred village, are obvious
cohort founders, but the bigger the cohorts
the better. If (improbably) immunological
tolerance is inherited, cohorts could be
merged in successive generations until in
time the whole of humanity shared the
same immunological compatibility. But
even a mass of small cohorts would
revolutionize the transplant business.
Rejection problems would cease, and
recipients would no longer face a lifetime
of drug-taking.

Transplant surgery would boom. Not
only skin, hearts, livers and kidneys, but all
parts of the body could be exchanged —
even brains and pieces of brain. The
successful introduction of fetal brain 
tissue into adult brains suggests that a
composite brain might rewire itself into a
functional unit quite well. Total death
could thus be averted. From a dozen
oldsters, all suffering from different
infirmities and brain deficits, a surgeon
could assemble a perfectly healthy
composite individual. The composite
would have memories and skills from each
of its predecessors, who would all survive
as subsidiary personalities in the new joint
venture. David Jones

The Further Inventions of Daedalus (Oxford
University Press), 148 past Daedalus columns
expanded and illustrated, is now on sale.
Special Nature offer: m.curtis@nature.com

erratum In the opening paragraph of the News
and Views article “Carbon cycle: The blast in the past”
(Nature 401, 752–755; 1999) the figure 2,000–4,000
gigatonnes of carbon should have been rendered as
2–4 million million tonnes or 2–4 billion billion grams
(not 2–4 billion billion tonnes).

Figure 2 How rotation of the g subunit drives
catalysis. During ATP synthesis, rotation of the g
subunit causes sequential changes in the b
subunits. A rotation of 120° changes the b
subunit that binds ADP and Pi to a form with
tightly bound ATP. The subunit with tightly
bound ATP then changes to a form that releases
ATP, and the third subunit prepares to bind
another ADP and Pi.
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All species need an immediate, systemic
reply to the microbial pathogens in
their environment. This reply —

known as the innate immune response — is
characterized by the de novo production of
mediators that either kill the pathogen
directly or induce phagocytic cells to ingest
and kill it. In the fruit fly Drosophila
melanogaster, distinct cell-surface receptors
belonging to the Toll family mediate separate
anti-bacterial and anti-fungal responses in
the same type of cell1. They do this by
inducing genes that encode anti-microbial
peptides. 

Does this model describe the situation
in mammalian systems? On page 811 of this
issue, Underhill et al.2 describe the ligand
specificity of two members of the mam-
malian Toll-like receptor family, TLR2 and
TLR4. These data show that the situation is
indeed similar to that in Drosophila — that
is, two distinct Toll-like receptors, both
expressed in macrophages, discriminate
between different microbial pathogens or
their products. Whereas TLR4 is the main
protein involved in recognizing Gram-nega-
tive bacteria and lipopolysaccharide (a gly-
colipid constituent of the bacterial outer
membrane), TLR2 is the key in responses to
other types of microbial pathogen, such as
yeast and Gram-positive bacteria. 

The innate immune response is often dri-
ven through recognition, by the host cell,
of surface components of the microbial
pathogen. Monocytes and macrophages are
central to the intensity and specificity of this
response. Most — if not all — microbial
pathogens are thought to activate the innate
immune system using mechanisms with
common features. For example, many
macrophages contain a surface protein
called CD14, which binds ligands such as
lipopolysaccharide and triggers an innate
immune response3. But CD14 is not thought
to participate directly in signalling. Rather,
one or more of the mammalian Toll-like

receptors acts in concert with CD14 to dis-
criminate between microbial pathogens or
their products1 and initiate transmembrane
signalling. 

Mammalian cells may express as many as
ten distinct Toll-like receptors4. All span the

cell membrane, with repeating leucine-rich
repeats in the external domain and a com-
mon sequence motif — the Toll-homology
domain — in the cytoplasmic tail. Members
of the interleukin-1 receptor family, which
is another essential element of the innate
immune system, also contain a Toll-homol-
ogy domain in their cytoplasmic tails. Most
attention has been paid to the TLR2 and
TLR4 proteins, and the importance of TLR4
in responses to Gram-negative bacteria and
lipopolysaccharide was first suggested by
powerful genetic data. Beutler and col-
leagues5 established that TLR4 is encoded by
the lipopolysaccharide (Lps) gene, and that it
controls sensitivity to this molecule. Akira
and colleagues6 also showed that mice in
which the TLR4 gene has been deleted have
the same defects as mice with mutations in
Lps.

But some reports indicate that lipo-
polysaccharide acts via TLR2. When TLR2 is
expressed in cell lines that do not normally
produce it, these cells become able to
respond to lipopolysaccharide. Moreover, in
at least one case, lipopolysaccharide-
induced activation of a monocytic cell line is
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Toll gates for pathogen selection
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On the land, many hot
springs are enriched in
trace metals, and have laid
down economically
important deposits of
gold, silver and mercury.
Now, Peter Stoffers from
Kiel University and co-
workers from Canada and
New Zealand have
discovered the first
mercury-producing hot
springs under the sea, in
water 200 m deep off the
coast of New Zealand’s
North Island (Geology 27,
931–934; 1999). 

The mercury-
depositing vents are part
of more than 20 in two

groups discovered in the
Whakatane graben, a
fault-bounded depression
on the sea floor. They are
inhospitable, if colourful,
places, reaching
temperatures of 200 °C,
laying down thick crusts
of arsenic and sulphur,
and producing liquid
hydrocarbons from the
‘cracking’ of organic
matter — many of the
samples came up coated in
an oily film that smelt of
petroleum. The vents are
inhabited by mats of
bacteria that can
metabolize sulphur.

The vents are also
almost saturated with
mercury. Much of it is
present as cinnabar (HgS;
the red crusts in the
picture), but Stoffers et al.
estimate that about 10%
exists as free mercury,
some of which may have
condensed from a mercury
vapour formed inside the
boiling vents. The water
pressure forces some of
the mercury into pores in

the rocks, silver droplets of
which are released when
the samples are brought to
the surface . 

The origin of the
mercury is uncertain. The
basement rocks beneath
the vents are shales and
graywackes (a form of
sandstone). These rock
types have been found to
contain large mercury
deposits which formed in
the past and, as this result
shows, formation may still
be going on. Shales are
rich in hydrocarbons,
which would explain their
presence in the vents.
Mercury could also be
entering the vents from
nearby volcanoes. Stoffers
et al. speculate that
hydrothermal vents
around the world could be
adding sizeable amounts
of mercury to the sea. That
in some places this
mercury could end up in
fish and eventually
humans is an obvious,
although unquantified,
concern. John Whitfield
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Mercurial vents
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	erratum: Carbon cycle: The blast in the past

