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Artificial intelligence called 
in to tackle LHC data deluge
Algorithms could aid discovery at Large Hadron Collider, but raise transparency concerns. 

B Y  D A V I D E  C A S T E LV E C C H I ,  G E N E V A , 
S W I T Z E R L A N D

The next generation of particle-collider 
experiments will feature some of 
the world’s most advanced thinking 

machines, if links now being forged between 
particle physicists and artificial intelligence 
(AI) researchers take off. Such machines could 
make discoveries with little human input — a 
prospect that makes some physicists queasy.

Driven by an eagerness to make discoveries 
and the knowledge that they will be hit with 
unmanageable volumes of data in ten years’ 
time, physicists who work on the Large Had-
ron Collider (LHC), near Geneva, Switzerland, 
are enlisting the help of AI experts. 

On 9–13 November, leading lights from 
both communities attended a workshop — 
the first of its kind — at which they discussed 
how advanced AI techniques could speed 
discoveries at the LHC. Particle physicists 
have “realized that they cannot do it alone”, 
says Cécile Germain, a computer scientist 
at the University of Paris South in Orsay, 
who spoke at the workshop at CERN, the 

particle-physics lab that hosts the LHC. 
Computer scientists are responding in 

droves. Last year, Germain helped to organ-
ize a competition to write programs that could 
‘discover’ traces of the Higgs boson in a set of 
simulated data; it attracted submissions from 
more than 1,700 teams.

Particle physics is already no stranger to 
AI. In particular, when ATLAS and CMS, the 
LHC’s two largest experiments, discovered the 
Higgs boson in 2012, they did so in part using 
machine learning — a form of AI that ‘trains’ 
algorithms to recognize patterns in data. 
The algorithms were primed using simula-
tions of the debris from particle collisions, and 
learned to spot the patterns produced by the 
decay of rare Higgs particles among millions 
of more mundane events. They were then set 
to work on the real thing.

But in the near future, the experiments will 
need to get smarter at collecting their data, not 
just processing it. CMS and ATLAS each cur-
rently produces hundreds of millions of col-
lisions per second, and uses quick and dirty 
criteria to ignore all but 1 in 1,000 events. 
Upgrades scheduled for 2025 mean that 

the number of collisions will grow 20-fold, 
and that the detectors will have to use more 
sophisticated methods to choose what they 
keep, says CMS physicist María Spiropulu 
of the California Institute of Technology in 
Pasadena, who helped to organize the CERN 
workshop. “We’re going into the unknown,” 
she says. 

Inspiration could come from another LHC 
experiment, LHCb, which is dedicated to 
studying subtle asymmetries between particles 
and their antimatter counterparts. In prepara-
tion for the second, higher-energy run of the 
LHC, which began in April, the LHCb team 
programmed its detector to use machine learn-
ing to decide which data to keep. 

LHCb is sensitive to tiny variations in tem-
perature and pressure, so which data are inter-
esting at any one time changes throughout the 
experiment — something that machine learn-
ing can adapt to in real time. “No one has done 
this before,” says Vladimir Gligorov, an LHCb 
physicist at CERN who led the AI project.

Particle-physics experiments usually take 
months to recalibrate after an upgrade, says 
Gligorov. But within two weeks of the energy 
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Particle collisions at the Large Hadron Collider produce huge amounts of data, which algorithms are well placed to process. 
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Suicide is a puzzle. Less than 10% of people 
with depression attempt suicide, and 
about 10% of those who kill themselves 

have never been diagnosed with any mental-
health condition.

Now, a study is trying to determine what 
happens in the brain when a person attempts 
suicide, and what sets such people apart. The 
results could help researchers to understand 
whether suicide is driven by certain brain 
biologies — and is not just a symptom of a 
recognized mental disorder.

The project, which launched in November, 
will recruit 50 people who have attempted 
suicide in the 2 weeks before enrolling. Carlos 
Zarate, a psychiatrist at the US National Insti-
tute of Mental Health in Bethesda, Maryland, 
and his colleagues will compare these people’s 
brain structure and function with those of 
40 people who attempted suicide more than 
a year ago, 40 people with depression or anxi-
ety who have never attempted suicide and a 
control group of 40 healthy people. In doing 
so, the researchers hope to elucidate the brain 
mechanisms associated with the impulse  
to kill oneself.

Zarate’s team will also give ketamine, a 
psycho active ‘party drug’, to the group that 
has recently attempted suicide. Ketamine, 
which is sometimes used to treat depres-
sion, can quickly arrest suicidal thoughts and 
behaviour — even in cases in which it does 
not affect other symptoms of depression1. The 
effect is known to last for about a week.

To some researchers, such findings 
suggest that ketamine affects brain circuits 
that are specific to suicidal thinking. But 
John Mann, a psychiatrist at Columbia Uni-
versity in New York City, says that abnor-
mal brain chemistry and genetics could also 
predispose a person to attempt suicide in 
times of great stress, such as after a job loss. 
“They’re part of the person, they’re a trait,” 
Mann says. “They just get more important 
when the person gets ill.”

There is evidence that genetics influences 
a person’s suicide risk. For instance, bio-
logical relatives of adopted children who 
kill themselves are several times more likely 
to take their own lives than the general 
population2.

Fabrice Jollant, a psychiatrist at McGill 
University in Montreal, Canada, suggests that 
this genetic influence is related to impulsivity 
and flawed judgement, rather than to a specific 
mental illness. He has found that close relatives 
of people who killed themselves were more 
impulsive than a control group when playing 
a gambling game designed to test decision-
making3. “It seems that this is something 
transmitted,” Jollant says.

Other researchers are seeking biomark-
ers that would allow clinicians to spot the 
people most at risk of suicide. Alexander 
Niculescu, a psychiatrist at Indiana Univer-

sity in Indianapolis, 
and his colleagues 
have  ident i f i e d 4 
a set of six genes 
whose expression is 
altered in the blood 
of people who have 
killed themselves. 
The team has found 

that combining these biomarkers with data 
from an app that tracks mood and risk fac-
tors can predict, with more than 90% accu-
racy, whether people with bipolar disorder or 
schizophrenia will eventually be hospitalized 
for a suicide attempt.

Researchers hope that a better under-
standing of the biology that underlies sui-
cide will lead to more effective treatments for 
suicidal impulses. But studies such as Zarate’s 
present difficult logistical and ethical chal-
lenges. Researchers must consider whether 
a person who has just attempted suicide can 
make informed decisions about whether to 
participate in research.

Those who study suicidal people say that 
they treat them with special care — and that 
the overall benefits of such studies outweigh 
any risks. “In most clinical trials, people at high 
risk of suicide are excluded, so we don’t know 
how to treat them,” Jollant says. “We need to 
assess this population, not just say ‘exclude 
them from trials’.” ■
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Brain study seeks roots 
of suicide
A clinical trial will look at the neurological structure and 
function of people who have attempted suicide.

“In most clinical 
trials, people 
at high risk 
of suicide are 
excluded, so we 
don’t know how 
to treat them.”

upgrade, the detector had ‘rediscovered’ a 
particle called the J/Ψ meson — first found 
in 1974 by two separate US experiments, 
and later deemed worthy of a Nobel prize.

In the coming years, CMS and ATLAS 
are likely to follow in LHCb’s footsteps, say 
Spiropulu and others, and will make the 
detector algorithms do more work in real 
time. “That will revolutionize how we do 
data analysis,” says Spiropulu.

An increased reliance on AI decision-
making will present new challenges. Unlike 
LHCb, which focuses mostly on finding 
known particles so they can be studied in 
detail, ATLAS and CMS are designed to dis-
cover new particles. The idea of throwing 
away data that could in principle contain 
huge discoveries, using criteria arrived at by 
algorithms in a non-transparent way, causes 
anxiety for many physicists, says Germain. 
Researchers will want to understand how 
the algorithms work and to ensure they are 
based on physics principles, she says. “It’s a 
nightmare for them.”

Proponents of the approach will also 
have to convince their colleagues to aban-
don tried-and-tested techniques, Gligorov 
says. “These are huge collaborations, so 
to get a new method approved, it takes 
the age of the Universe.” LHCb has about 
1,000 members; ATLAS and CMS have 
some 3,000 each.

Despite these challenges, the most 
hotly discussed issue at the workshop was 
whether and how particle physics should 
make use of even more sophisticated AI, in 
the form of a technique called deep learn-
ing. Basic machine-learning algorithms are 
trained with sample data such as images, 
and ‘told’ what each picture shows — a 
house versus a cat, say. But in deep learning, 
used by software such as Google Translate 
and Apple’s voice-recognition system Siri, 
the computer typically receives no such 
supervision, and finds ways to categorize 
objects on its own.

Although they emphasized that they 
would not be comfortable handing over 
this level of control to an algorithm, sev-
eral speakers at the CERN workshop dis-
cussed how deep learning could be applied 
to physics. Pierre Baldi, an AI researcher 
at the University of California, Irvine who 
has applied machine learning to various 
branches of science, described how he and 
his collaborators have done research sug-
gesting that a deep-learning technique 
known as dark knowledge might aid — fit-
tingly — in the search for dark matter. 

Deep learning could even lead to the 
discovery of particles that no theorist has 
yet predicted, says CMS member Maurizio 
Pierini, a CERN staff physicist who co-
hosted the workshop. “It could be an insur-
ance policy, just in case the theorist who 
made the right prediction isn’t born yet.” ■
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