
Bayes’ theorem of probability was 
proposed by English mathematician 
and clergyman Thomas Bayes in the 

1740s, and rediscovered in the 1770s by 
Pierre Simon Laplace, a French mathema-
tician. It states that by updating our initial 
beliefs with new objective information, we 
get an improved belief. Or as economist John 
Maynard Keynes put it: “When the facts 
change, I change my opinion.”

Considering the widespread effective-
ness of Bayesian inference in physics and 
astronomy, genetics, imaging and robotics, 
Internet communication, finance and com-
merce, it is surprising that it has remained 
controversial for so long. Many twentieth-
century scientists who used the Bayesian 
approach in their work — including math-
ematician Alan Turing and physicists Enrico 
Fermi and Richard Feynman — declined to 
use the ‘B’ word in public. 

Sharon Bertsch McGrayne explains their 
reticence in her impressively researched 
history of Bayes’ theorem, The Theory That 
Would Not Die. The statistical method 

runs counter to the conviction that science 
requires objectivity and precision, she writes. 
Bayes’ theorem “is a measure of belief. And 
it says that we can learn even from missing 
and inadequate data, from approximations, 
and from ignorance.”

A crucial example of the application of the 
theorem was Turing’s cracking of the German 

naval cipher Enigma 
during the Second 
World War, which 
played a key part in 
the Allied victory in 
1945. After the war, 
Turing’s wartime 
assistant, I. J. ‘Jack’ 
Good, wrote about 

Turing’s Bayesian technique for finding pairs 
and triplets of letters in the cipher. To avoid 
censorship under the UK Official Secrets Act, 
he described it in terms of bird watching. 

Suppose a birder spotted 180 different  
species, many of which were represented by 
only one bird. Logically, other species must 
have been missed. A frequentist statistician 

would count those unseen species as zero, 
as if they could never be found. Turing, by  
contrast, assigned them a tiny non-zero  
probability, thereby factoring in that rare 
letter groupings might not be present in his 
current collection of intercepted messages 
but could appear in a larger sample. The same 
technique was later adopted in DNA sequenc-
ing and by artificial-intelligence analysts.

Turing never mentioned Bayes; he may 
not even have been aware of the theorem. 
McGrayne speculates that Turing either 
rediscovered the idea himself in 1940, or 
heard about it through geophysicist Harold  
Jeffreys at the University of Cambridge, 
UK, who published his Bayesian Theory of 
Probability in 1939. Good told McGrayne 
in an interview before his death in 2009 
that he had asked Turing whether he was 
essentially using Bayes’ theorem. To which 
Turing apparently 
replied: “I suppose.”

The advent of the 
cold war put Bayes’ 
theorem into cold 
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Known unknowns
Andrew Robinson enjoys a history of a controversial probability tool — Bayes’ theorem.

A US hydrogen bomb lost in the sea off Spain in 1966 sparked a search using Bayes’ theorem. It was eventually recovered after a fisherman tipped off authorities. 
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“High-speed 
computing is 
the main reason 
that Bayesian 
methods 
shook off their 
detractors.” 

4 5 0  |  N A T U R E  |  V O L  4 7 5  |  2 8  J U L Y  2 0 1 1

BOOKS & ARTSCOMMENT

© 2011 Macmillan Publishers Limited. All rights reserved



storage. Publication 
of the method used to 
decode Enigma was 
embargoed under 
the Secrets Act until 
the 1990s. During the 
1950s, the influential 
statistician and geneti-
cist R. A. Fisher contin-
ued his long-standing 
battle against Bayes’ 
theorem, calling it an 
“impenetrable jungle”. 
When Good discussed 
the theorem at Brit-
ain’s Royal Statistical  
Society,  the next 
speaker began: “After 
that nonsense …”. 

In the United States, 
the small group of 
Bayesian statisticians 
came under suspicion 
as outsiders. During 
the McCarthy period 

of anti-communist sentiment, they were 
even considered ‘un-American’. Profes-
sors at Harvard Business School referred to 
their Bayesian colleagues as “socialists and  
so-called scientists”. 

Meanwhile, the US military and govern-
ment were both applying Bayes’ theorem, if 
reluctantly. In a gripping chapter, McGrayne 
describes how it was used in trying to find a 
hydrogen bomb that fell from a B-52 jet into 
the sea off Spain in 1966, and a US nuclear-
powered attack submarine that disappeared 
in the Atlantic Ocean in 1968. President  
Lyndon B. Johnson raged to the investigat-
ing team: “I don’t want this probability stuff. 
I want a plan that tells me exactly when we’re 
going to find this bomb.” 

In the event, Bayes’ theorem was not 
needed. The missing bomb was located in an 
ocean canyon following a tip from a fisher-
man who had seen a parachute splash down 
near his boat. As for the Bayesian search for 
the submarine in the Atlantic, the consen-
sus is that it would have succeeded had faster 
computers been available in 1968. High-
speed computing is the main reason that 
Bayesian methods shook off their detractors 
and acquired their present-day prominence, 
McGrayne emphasizes.

For all the book’s skilful mingling of ideas 
and intriguing personal details, I found it 
sloppy on occasions. Tautologies slip in, 
and evidence is lacking for some claims.  
Nonetheless, The Theory That Would Not 
Die is a rollicking tale of the triumph of a 
powerful mathematical tool. ■

Andrew Robinson is author of The Man 
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Saving the shark
Steven Campana enjoys a refreshing account of 
human pressure on the oceans’ top predator.

How do shark-attack deaths  
differ from those caused by chairs, 
toasters and falling coconuts? As 

science journalist Juliet Eilperin explains 
in Demon Fish, you are about 200 times 
less likely to be killed by a shark than by a 
defective toaster. 

Her book delves into the uneasy  
cohabitation of two of Earth’s top preda-
tors: sharks and humans. People used to 
coexist with sharks more amiably before 
the advent of technology, even deeming 
them gods. But with films such as Jaws as 
a guide, many now presume that sharks 
are winning the predatorial race. They are 
wrong. Sharks are losing, big time. 

Eilperin has a refreshingly different 
take on how humans are contributing to 
the decline of shark populations around 
the world. Avoiding sensationalism or 
dry facts, she inserts herself into the daily 
lives of the ‘shark people’ who work with 
or on the fish. Eilperin begins her jour-
ney by digging into the psyche of the 

‘shark callers’ of Papua New Guinea, who 
use rattles to lure the creatures from the 
deep before catching them with hand-
held snares, thereby demonstrating 
their divine connections with the shark. 
She then interviews shadowy buyers of 
shark fins in Asia; larger-than-life shark 

charter operators; 
the family of Peter 
Benchley, author of 
the 1974 novel Jaws; 
dedicated conserva-
tionists; and quirky 
shark biologists. 
All are portrayed in 
entertaining detail.

Her book draws 
the reader into the 
world of these fre-
quently bombastic 
characters .  One 
charter-boat owner 
who operates out 
of Florida boasts 
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Sharks are more threatened by humans than we are by them, yet the great white still gets a bad press.
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