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direction and speed of the cycle will soon return
to their initial, stable-state values. This stable
state can be depicted in ‘state space’ (the collec-
tion of all possible states of the system) as a sink
— a state at which all possible nearby courses
for dynamic evolution converge (Fig. 1a).

By contrast, at unstable states of a system,
the effect of a small perturbation is out of all
proportion to its size. A pendulum that is held
upside-down, for example, although it can in
theory stay in that position for ever, will in
practice fall away from upright with even the
smallest of disturbances. On a state-space 
diagram, this is depicted by paths representing
possible evolutions of the system running
away from the state, rather than towards it. If
the unstable state is a ‘saddle’ (Fig. 1b), typical
evolutions may linger nearby for some time
and will then move away from that state. Only
certain perturbations, in very specific direc-
tions, may behave as if the state was stable and
return to it.

There is, however, nothing to stop the 
pendulum from coming back very close to
upright if frictional losses are not too great.
This is indicated on a state-space diagram by 
a path travelling close to what is known as a 
heteroclinic connection between two saddles.
Heteroclinic connections between saddle
states (Fig. 1c) occur in many different systems
in nature. They have, for example, been impli-
cated in rapid weather changes that occur after
long periods of constant conditions4. Engi-
neers planning interplanetary space missions5

routinely save enormous amounts of fuel by
guiding spacecraft through the Solar System
using orbits that connect saddle states where
the gravitational pulls of celestial bodies 
balance out. 

Several studies1–3,6,7 have raised the idea that
this kind of dynamics along a sequence of 
saddles (Fig. 1c) could also be useful for pro-
cessing information in neural systems. Many
traditional models of neural computation share
the spirit of a model8 devised by John Hopfield,
where completion of a task is equivalent to the
system becoming stationary at a stable state.
Rabinovich et al.1 and, more recently, Huerta 

et al.2 have shown that, in mathematical 
models of the sense of smell, switching among
unstable saddle states — and not stable-state
dynamics — may be responsible for the gener-
ation of characteristic patterns of neural activ-
ity, and thus information representation. In
creating their models, they have been inspired
by experimental findings in the olfactory 
systems of zebrafish and locusts9 that exhibit
reproducible odour-dependent patterns.

Huerta et al.2 model the dynamics in two
neural structures known as the antennal lobe
and the mushroom body. These form staging
posts for processing the information provided
by signals coming from sensory cells that are
in turn activated by odour ingredients.
Whereas activity in the mushroom body is
modelled by standard means using stable
dynamics, the dynamics of the antennal lobe is
modelled in a non-standard way using net-
works that exhibit switching induced by insta-
bilities. In these models, the dynamics of the
neural system explores a sequence of states,
generating a specific pattern of activity that
represents one specific odour. The vast num-
ber of distinct switching sequences possible in
such a system with instabilities could provide
an efficient way of encoding a huge range of
subtly different odours.  

Both Rabinovich et al.1 and Huerta et al.2

interpret neural switching in terms of game
theory: the neurons, they suggest, are playing
a game that has no winner. Individual states
are characterized by certain groups of neurons
being more active than others; however,
because each state is a saddle, and thus intrin-
sically unstable, no particular group of 
neurons can eventually gain all the activity 
and ‘win the game’. The theoretical study1 was
restricted to very specific networks of coupled
neurons, but Huerta and Rabinovich have now
shown3 that switching along a sequence of
saddles occurs naturally, even if neurons are
less closely coupled, as is the case in a biologi-
cal system. 

Similar principles of encoding by switching
along a sequence of saddles have also been
investigated in more abstract mathematical

models (see refs 6, 7 for examples) that pin-
point possible mechanisms for directing the
switching processes. One problem with these
proposals from mathematical modelling1–3,6,7

is that there is no clear-cut experimental 
evidence of their validity in any real olfactory
system. Nevertheless, all of the mathematical
models rely on the same key features — 
saddles that are never reached but only visited
in passing, inducing non-stationary switching
— that have been shown to be relevant in other
natural systems4,5. In biology, the detection of
odours by populations of neurons could be
only one example.

Much remains to be done in fleshing out
this view of natural processes in terms of
dynamics exploiting saddle instabilities. Then
we will see just how much sense instability
really makes. ■
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CORRECTION
In the News and Views article “Granular matter: A tale
of tails” by Martin van Hecke (Nature435, 1041–1042;
2005), an author's name was misspelt in 
reference 9. The correct reference is Torquato, S.,
Truskett, T. M. & Debenedetti, P. G. Phys. Rev. Lett.
84,2064–2067 (2000).

Figure 1 |Stable and unstable dynamics in ‘state space’. a, A stable state
with stationary dynamics. The system returns to the stable fixed point 
in response to small perturbations. b, An unstable saddle state is 
abandoned upon only small perturbations. The paths indicating 
possible evolutions of this system (solid lines) may pass close by such 
a state but will typically then move away. Only some of the exceptional 

paths come back to the saddle state (dashed lines pointing inwards). 
c, A collection of saddles linked by ‘heteroclinic’ connections (dashed lines).
The system evolves close to the heteroclinic connections between different
saddles, lingering near one saddle state before moving on to the next. 
It is this last type of dynamics that several studies1–3,6,7 find in models 
of neural computation.
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