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Many of the properties that charac-
terize living organisms are also
exhibited by individual cells. These

include communication, homeostasis,
spatial and temporal organization, repro-
duction, and adaptation to external stimuli.
Biological explanations of these complex
phenomena are often based on the logical
and informational processes that underpin
the mechanisms involved. Two examples 
of this are the significance of the structure
of DNA, and the mechanisms that control
gene expression. DNA’s structure relates to
heredity because of the coding and replica-
tive capacity of its polynucleotide sequence,
whereas the interactions of activators and
repressors with promoter regions are best
understood in terms of the feedback loops
that regulate gene expression.

Most experimental investigations of cells,
however, do not readily yield such expla-
nations, because they usually put greater
emphasis on molecular and biochemical
descriptions of phenomena. To explain 
logical and informational processes on a 
cellular level, therefore, we need to devise
new ways to obtain and analyse data, parti-
cularly those generated by genomic and
post-genomic studies.

An important part of the search for such
explanations is the identification, character-
ization and classification of the logical and
informational modules that operate in cells.
For example, the types of modules that may
be involved in the dynamics of intracellular
communication include feedback loops,

switches, timers, oscillators and amplifiers.
Many of these could be similar in formal
structure to those already studied in the
development of machine theory, computing
and electronic circuitry. When these mod-
ules are coupled in space by processes such as
reaction diffusion and regulated cytoskeletal
transport, they help to provide a basis for 
the spatial organization of the cell. The
identification and characterization of these 
modules will require extensive experimental
investigation,followed by realistic modelling
of the processes involved. Such analyses
would allow a catalogue of the module types
that operate in cells to be assembled.

The next task is to identify the interacting
molecules and biochemical activities that
generate the characteristic behaviours of
particular modules. This will be more dif-
ficult, involving systematic mapping of par-
ticular module types to specific molecules,
biochemical activities and molecular inter-
actions, and assembling the information 
into databases. Some examples may be useful
in thinking about this. Proteins that can be
attacked by proteases are likely to be found in
switching modules, as destruction of a pro-
tein can bring about an irreversible switch in
the behaviour of a regulatory network. Small
G-protein GTPases that bind to and then
convert GTP to GDP could act as timers
because of the time it takes to execute this
conversion. In turn, GTPase timers can act as
amplifiers if signals are continually sent when
in the GTP-bound state, or as components 
of proofreading modules, as seen during 
protein translation. Antagonistically acting
protein kinases and phosphatases could also
act as amplifiers and switches.

If sufficient regularity can be found
between molecular entities and logical and
informational outcomes to allow appropri-
ate databases to be built, then genomic and
post-genomic data could be interrogated
more effectively. Generally, three types of
information are found in genomic and 
post-genomic databases: sequence data that
define molecules and biochemical activities;
interaction data based on co-localization,
co-expression and analyses of interacting
pairs of proteins (two-hybrid analyses); and
functional data based on gene deletions and
RNA-interference studies. These data allow
specific molecules to be linked to particular
biological phenomena.

The objective is to use this information to
identify the molecular assemblies involved 
in a biological phenomenon of interest, and
then to determine the likelihood of that
assembly being part of a particular logical
and informational module. If successful, this
approach would not require detailed kinetic

concepts

analyses of all processes within cells, but
rather would rely on more cursory calcula-
tions to study the phenomena of interest.
The rough nature of the calculations would
be justified by comparison with well-under-
stood examples of particular modules.

A useful analogy of what is being pro-
posed is the analysis of an electronic circuit.
Once the detailed operations of different
types of electronic components have been
identified, it is possible to gain insight into
what an electronic circuit can do simply by
knowing what components are present and
how they are connected, even if their precise
dynamic behaviour has not been deter-
mined.The various logical and informational
modules implicated in a biological phenom-
enon of interest have to be integrated in
order to generate a better understanding 
of how cells work. One process that has 
been analysed comprehensively in this way 
is bacterial chemotaxis.

The success of this general approach
depends on there being a limited set of
biochemical activities and molecular inter-
actions that together can solve the myriad 
logical and informational problems found in
biological systems.If there is only a restricted
set of processes that are efficient and stable in
operation and which have been exploited by
evolution, then there should be only a limited
set of possible solutions to real biological
problems. Of course, if nature shows no 
such restraint, then we must go back to the
drawing-board if we are ever to understand
its complexity. n
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Understanding cells Systems
biology
New approaches are needed 
to determine the logical and
informational processes that
underpin cellular behaviour.

Cellular processes may be studied in a similar
way to analysing an electronic circuit.

NATURE | VOL 424 | 21 AUGUST 2003 | www.nature.com/nature 883

T.
C

R
A

D
D

O
C

K
/S

P
L

© 2003        Nature  Publishing Group


	Understanding cells

