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SCIENTIFIC CORRESPONDENCE 

Consider a predator-prey relationship 
described by the following model: 

dv=vr(l-vl K) - exvp 
dt (1) 
dp=ex~vp- I-tP 
dt 

v and p are the densities of the prey and 
predator, respectively, K is the carrying 
capacity of the prey, I-t is the death rate of 
the predator, r is the intrinsic growth rate 
of the prey and ex and ~ are parameters 
controlling the capture of prey and their 
conversion into predator biomass. A com­
mon objection on this sort of model is that 
it is too simple to be of any use in the 'real 
world'; but in fact, the model consists 
mostly of irrelevant detail from the point 
of view of calculating an eradication 
threshold. 

The eradication threshold of the pre­
dator is determined by the minimum prey 
carrying capacity, K, that can sustain a 
predator population (the amount of habi­
tat that would support K prey in the 
absence of predation), which is straight­
forward to calculate. Setting the time 
derivatives in equations (1) equal to zero 
and solving for v' and p ' , the equilibrium 
abundances of prey and predator, 

v' =ftlex~ 
p' =r(l- I-tlex~K). (2) 

ex 

The eradication threshold is that value of 
K such thatp' =0, that is, K=l-tlex~=v', the 
equilibrium abundance of the prey. So the 
eradication threshold is simply the unused 
amount of the limiting resource. 

To reveal what accounts for this result, I 
shall rederive the estimate for the 
predator-prey case as derived in ref. 1 in 
the epidemiological context. The deriva­
tion in ref. 1 consists solely of a verbal 
argument which can be applied to many 
biological models with an obvious change 
of wording. Equilibrium in the system is 
achieved when the density of prey is 
reduced to that level at which a predator 
gives rise to a single progeny before dying. 
This is the equilibrium density v'. In the 
absence of predation, the density of the 
prey would be K. So, speaking loosely, an 
amount K -v' prey is 'used up' in keeping 
the predator population alive. Biological­
ly, this cannot be a negative number. 
Hence, v' immediately presents itself as 
the minimum value of K required to 
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sustain a predator population. None of the 
species - specific details of predator hunt­
ing efficiency, death rates, efficiency of 
conversion of prey biomass into predator 
biomass, and so on, enters into the esti­
mate of the eradication threshold. As is 
demonstrably the case in epidemiological 
contexts, details that at first glance seem 
important in fact cancel each other out 
(for review of theory and data, see ref. 1). 
In addition to showing what is not impor­
tant, this simple approach also makes it 
easier to see what features are important 
for estimating eradication thresholds1•5 . 

It would be trite to observe that 
epidemiology and conservation biology 
are both motivated by the same concern 
- the eradication of species - were it not 
for the fact that there are many areas of 
theoretical overlap between the two disci­
plines. Some other areas are described in 
ref. 6. 
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Viral burden in HIV infection 
SIR - McLean and Michie l and Garry 
and Fermin2 argue in Scientific Corres­
pondence that the direct cytopathic effects 
of the virus could well be the main cause of 
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whether virus levels are measured in plas­
ma or in cells (or, based on the little 
evidence available, lymphoid tissue3

) and 
whether using quantitative PCR 

(polymerase chain reaction) 
or endpoint dilution 
culture4

•
5

. In sharp con­
trast, the rate of CD4 
lymphocyte loss tends, on 
average, to be no more 
rapid late in the infection 
that it is earlier (see figure). 
This inconsistency cannot 
apparently be explained by 
differences in viral path­
ogenicity. The in vitro 
properties of virus isolated 
late in infection suggest that 
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it is unlikely to be less able 
to kill CD4 cells in vivo than 
virus present earlier in the 
infection6

. Kaplan Meier estimates of the percent of haemophilic indi­
viduals having a CD4 lymphocyte count below 250 mm- 3 (a) 
or 100 mm- 3 (b) according to the number of years after the 
count has first fallen below 500 mm-3 or 200 mm-3 respec­
tively. The time taken to decline from a count of 500 mm-3 to 
a count of 250 mm -3 (a fall of 250 mm-3 ) is similar to the 
time taken to decline from a count of 200 mm-3 to a count of 
100 mm- 3 (a fall of 100 mm . 3). thus illustrating thatthe rate 
of CD41ymphocyte count decline is, if anything, less rapid late 
in HIV infection than earlier. Study methods have been 
jescribed previously'!. 

As well as having fun­
damental implications for 
understanding HIV path­
ogenesis, the weakness of 
the associ?tion between 
viral load and the rate of 
peripheral blood CD4 lym­
phocyte count decline gives 
some indication of the 

CD4 lymphocyte count decline during 
HIV infection. If such is the case, howev­
er, why does the rate of CD4 lymphocyte 
loss not increase concomitantly with the 
enormous increase in viral burden 
observed during the course of HIV infec­
tion? The viral burden late in HIV infec­
tion (for example when the CD4lympho­
cyte count is around 200 mm- 3) has con­
sistently been found to be, on average, 
1G-100 times greater than it is earlier (for 
example when the CD4lymphocyte count 
is around 500 mm-3). This is the case 
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potential effect of antiviral 
drugs. Therapies that induce substantial 
(about lO-lOO-fold) reductions in viral 
load might be expected to produce only 
small reductions in the rate of CD4 lym­
phocyte decline. Consistent with this pre­
diction are data from placebo-controlled 
clinical trials of Zidovudine (AZT), which 
show an initial increase in the absolute 
number of CD4 cells following therapy 
but similar rates of decline in the Zidovu­
dine and placebo arms thereafter7
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