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A one-hit model of cell death in
inherited neuronal degenerations
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C. J. Lumsden & R. R. McInnes
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It has been questioned whether our neurodegeneration model was
anticipated by Calne and co-workers1±4. Both groups related expo-
nential neuronal loss to pathogenesis, but the models are radically
different. We recognized that in neurodegeneration, exponential
death kinetics mean that the risk of cell death remains constant with
age. To accommodate constant risk, we proposed a one-hit model:
the hit is a consequence of a neuron being in a high-risk (for example,
mutant) state; a hit is a biochemical reaction within each single
neuron, committing it to death at a random time. We noted that
constant risk excludes cumulative intracellular damage as a disease
mechanism.

Calne et al. proposed that in idiopathic Parkinsonism `̀An event
[for example, infection] acts on the neuronal population over a brief
period ¼[to initiate disease]''2. They excluded ongoing processes as
causing idiopathic Parkinsonism2,4, but the role of cumulative
intracellular damage was not addressed. Their focus on whole
neuron populations and on events that act on them is notable,
and complementary to but different from our model. M
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not elicit any Ca2+ response (data not shown). To measure MAP kinase activation,
pEF6–mil, pEF6–milm93 or pEF6–milte273 were transiently co-tranfected with a reporter
activated by MAP kinase-stimulated Elk-1 (Stratagene) into Jurkat T cells. Normalization
of transfection was performed with a pCMV-Renilla luciferase construct and the
Stop&Glo reagent (Promega). After stimulation with 100 nM S1P for 4 h, activities of the
Firefly and Renilla luciferases were measured in cell lysates. The C305 anti-T-cell receptor
antibody gave similar Ca2+ and MAP kinase responses in all transfectants.

Phenotypic rescue and genotyping
For RNA injections, the mil construct was generated by PCR using wild-type cDNA and
cloned into pCS2+. Injected embryos were genotyped using allele-specific restriction
fragment length polymorphisms.
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In genetic disorders associated with premature neuronal death,
symptoms may not appear for years or decades. This delay in
clinical onset is often assumed to reflect the occurrence of age-
dependent cumulative damage1–6. For example, it has been sug-
gested that oxidative stress disrupts metabolism in neurological
degenerative disorders by the cumulative damage of essential
macromolecules1,4,7. A prediction of the cumulative damage
hypothesis is that the probability of cell death will increase over
time. Here we show in contrast that the kinetics of neuronal death
in 12 models of photoreceptor degeneration, hippocampal neu-
rons undergoing excitotoxic cell death8, a mouse model of cere-
bellar degeneration9 and Parkinson’s10 and Huntington’s diseases
are all exponential and better explained by mathematical models
in which the risk of cell death remains constant or decreases
exponentially with age. These kinetics argue against the cumula-
tive damage hypothesis; instead, the time of death of any neuron is
random. Our findings are most simply accommodated by a ‘one-
hit’ biochemical model in which mutation imposes a mutant
steady state on the neuron and a single event randomly initiates
cell death. This model appears to be common to many forms of
neurodegeneration and has implications for therapeutic
strategies.

To distinguish between the increasing risk of death associated
with cumulative damage (which would generate a sigmoidal decline
in cell number) and the exponential decline in cell number that
results from a constant or decreasing risk of death (Fig. 1a), we used
regression analysis to analyse photoreceptor neuron death in 11
animal models of inherited retinal degeneration and an experi-
mental model of retinal detachment. These models include animals
with mutations in genes encoding a range of proteins including the
photosensitive pigment rhodopsin (M. M. LaVail, personal com-
munication), the enzyme cyclic GMP phosphodiesterase11,12 and the
structural proteins rom-1 (ref. 13) and peripherin/rds14,15. In three
other mutants analysed, the affected gene is unknown.

In five of these examples (Fig. 1, Table 1, and see Supplementary
Information), the data fit only to mathematical models in which the
probability of photoreceptor death remains constant with age. In six
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others (Fig. 2, Table 1), the kinetics fit equally well to models of
constant or exponentially decreasing risk of death. Consequently, in
all of these animal models the increasing risk of photoreceptor death
predicted by the cumulative damage hypothesis can be excluded, a
possible exception being the Rd−/− mouse in which the data (Fig. 1d)
fit equally well to models of constant (R2 ¼ 0:985, P , 0:001) and
exponentially increasing risk (R2 ¼ 0:980; P , 0:001). Thus, even if
age-dependent cumulative damage does occur in these mutant
retinas, it is not associated with an increase in the probability that
the photoreceptors will die.

In agreement with these direct measurements of the kinetics of
photoreceptor death in animal models, clinical assessment of
photoreceptor function in patients with retinitis pigmentosa and
cone-rod dystrophy has shown that both visual field loss16 and
the decay of the maximum photoreceptor electroretinogram
responses also observe exponential kinetics17,18. Thus, the exponen-

tial cell death kinetics that we have identified in animal models
appear to be shared by most, if not all, examples of inherited retinal
degeneration.

To determine whether a constant or exponentially decreasing risk
of neuronal death is a general phenomenon shared by other classes
of neuron, we examined the kinetics of neurodegeneration in four
other diseases or experimental models. Neuronal loss in the sub-
stantia nigra in Parkinson’s disease10, the excitotoxic death of
cultured hippocampal neurons8 and the loss of cerebellar granule
cells in pcd/pcd (Purkinje cell degeneration) mice9 have been shown
to produce an exponential decline in neuronal number with time.
Our regression analyses demonstrate that only a constant risk
describes the kinetics of cell death in the first two of these examples
(Table 1, Fig. 3a, b). On the other hand, the loss of cerebellar granule
cells subsequent to the genetically determined loss of their target
Purkinje neurons in pcd/pcd mice9 (Fig. 3c) and neuronal death in a

Table 1 Parameter estimates for kinetic models relating the risk of neuronal death (m) to age

Animal model Constant m:
dONLðtÞ

dt
¼ 2 m 3 ONLðtÞ

Exponentially decreasing m:
dONLðtÞ

dt
¼ 2 m0e2 At 3 ONLðtÞ

m ONL(0) R2* m0 A ONL(0) R2*

Rds+/− mice15 0.0170 49.4 mm 0.992 N/A N/A N/A rejected†
Rds−/− mice15 0.0729 40.5 mm 0.968 N/A N/A N/A rejected†
nr/nr mice‡27 0.278 50.1 mm 0.953 N/A N/A N/A rejected†
Photoreceptors of pcd/pcd mice28 0.223 10.6 nuclei 0.992 N/A N/A N/A rejected†
Retinal detachment (cat)‡24 0.00752 220 nuclei per mm 0.976 N/A N/A N/A rejected†
Rom1−/− mice13 0.0316 37.7 mm 0.993 0.0666 0.103 41.9 mm 0.995
pd (miniature schnauzer)12 2.24 12.1 nuclei 0.979 3.13 1.12 13.1 nuclei 0.992
Albino (Balb/cHeA) mice14 0.00917 51.7 mm 0.995 0.0235 0.0485 51.7 mm 0.997
rcd-1 (Irish setter)11,12 0.0289 10.6 nuclei 0.957 0.0483 0.086 11.8 nuclei 0.970
Rd 2 =2 ;Rds2 =2 mice14 0.123 45.4 mm 0.992 0.208 0.0912 45.3 mm 0.996
P23H rhodopsin-expressing transgenic rat§ 0.0095 46.8 mm 0.975 0.0172 0.00752 55.0 mm 0.987
Rd−/− mice14 0.208 42.2 mm 0.985 N/A N/A N/A rejected†
Cultured hippocampal neurons8 0.0773 100% of normal 0.996 N/A N/A N/A rejected†
Parkinson’s disease10 0.0858 100% of normal 0.919 N/A N/A N/A rejected†
Granule cell degeneration in pcd/pcd mice9 0.006 5,999.52 cells 0.990 0.0076 0.0018 6,000 cells 0.990
Chemically-induced rat model of Parkinson’s disease19‡ 0.207 100% of normal 0.967 0.537 0.310 100% 0.999
...................................................................................................................................................................................................................................................................................................................................................................
* R2 values reflect the proportion of data variability that is explained by the model. All reported R2 values were statistically significant (P , 0:001).
† Parameter estimates were not significantly different from zero.
‡ Regressions performed on mean values reported in literature.
N/A, not applicable.
§ M. M. LaVail, personal communication.
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Figure 1 Animal models of inherited photoreceptor degeneration and retinal detachment,
in which the kinetics of cell death are best described by a constant risk of neuronal death
(see equations (1) and (3) in Methods). a, Constant and increasing risk of neuronal death
will manifest as an exponential or sigmoidal decline in cell number, respectively. b, Retinal
degeneration slow heterozygous (Rds+/−)15 and homozygous mice (Rds−/−)15 carrying a

null mutation in the gene encoding peripherin/rds. c, Nervous homozygous mice (nr/nr )27,
and purkinje cell degeneration mice (pcd/pcd )28. d, Mice homozygous for a null mutation
in the gene encoding the phototransduction enzyme rod cGMP b-phosphodiesterase
(Rd −/−)14. e, Experimental retinal detachment in the cat24.
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chemically induced rat model of Parkinson’s disease19 (Fig. 3d) can
both be described by either a constant or an exponentially decreas-
ing risk of cell death (Table 1). We also measured 18F-doxyglucose
uptake in the caudate nuclei of patients with Huntington’s disease as
an indirect measure of neuronal loss. Because each of these patients
was repeatedly tested at various times after clinical onset, the glucose
uptake data, predictably, is highly variable in the whole population
of patients (see Supplementary Information). Consequently, ana-
lysis of neuronal degeneration kinetics in this heterogeneous popu-
lation necessitated the use of repeated-measures regression for each
individual (see Methods). We found that neurodegeneration in
these patients is also best described by a constant risk of cell death
(Fig. 3e). Thus, our identification of similar cell death kinetics in five
different types of neuron indicates that a constant or decreasing risk
of cell death may be common to many forms of neurodegeneration.
Although neuronal death is mediated by apoptosis in all photo-
receptor degenerations examined (for example, refs 7, 20), it

remains to be determined whether a constant or exponentially
decreasing risk of death will be found invariably to accompany
neuronal apoptosis.

Although the available data do not allow us to distinguish
conclusively between constant and exponentially decreasing risk,
both models indicate that the time of death of an individual neuron
is random. Nevertheless, the two models have quite different
pathophysiological implications. In a process involving constant
risk, the time of death of an individual neuron is not only random,
but also independent of the time of death of any other neuron. In
this case, the kinetics of neuronal degeneration are comparable to
the simple exponential decay exhibited by radioactive compounds,
and the different rates of photoreceptor degeneration (Fig. 1) are
determined largely or solely by the mutant genotype. In contrast,
exponentially decreasing risk indicates that the chance of cell death
decreases in direct proportion to the number of remaining cells.
Such kinetics could result from an increase in the concentration of a
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Figure 3 Examples of non-retinal neuronal death that display a constant or exponentially
decreasing risk of death. a, The number of neurons (% of normal) in the substantia nigra of
patients with Parkinson’s disease as a function of symptom duration10 is best described by
a constant probability of neuronal death. b, Cultured hippocampal neurons undergoing
excitotoxic cell death after incubation with glutamate exhibit a constant risk of cell death8.
c, In contrast, the secondary loss of cerebellar granule cells9 is described equally well by
either a constant or an exponentially decreasing risk of cell death; the curve represents a
constant risk. d, The percentage of substantia nigra neurons present in rats after injection

with the neurotoxin 6-hydroxydopamine19, a chemically induced animal model of
Parkinson’s disease, is best fit by an exponentially decreasing risk of neuronal death. e,
The kinetics of metabolic decline in Huntington’s disease patients are best fit by a constant
risk of cell loss. Values of A (in the exponent of equation (5), see Methods) do not
differ significantly from zero (P = 0.495, Student’s t-test). Each point represents the
estimated A for an individual patient. Solid line, mean A (mean 6 s.d.: −0.01 × 10−3 6

5.3 × 10−3 mM h−1, n = 38 patients) across patient population; dashed lines, 95%
confidence interval for the mean value of A (−1.7 × 10−3, 1.7 × 10−3).
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survival factor, such as basic fibroblast growth factor or ciliary
neurotrophic factor21, or from a decrease in the amount of a toxic
factor as the population of cells declines. Consistent with the latter
possibility, dying retinal progenitor cells have been shown to
produce an apoptosis-inducing agent22.

An alternative interpretation for the exponential decline in risk is
that the decrease is an artefact resulting from the presence of two
neuronal populations, each with different but constant risks of cell
death. For photoreceptor degenerations, this possibility is excluded
by the fact that 97% of mouse photoreceptors are rods and only 3%
are cones23. This proportion of cones is too small to influence the
overall kinetics of photoreceptor death. Furthermore, the data for
all six models exhibiting a decreasing risk do not fit a simple
equation incorporating two exponential functions (see Supplemen-
tary Information), which also suggests that the presence of two
differentially affected cell populations is not responsible for the
exponentially decreasing risk of cell death.

Any model of the mechanisms underlying inherited neuronal
degenerations must account for the major features of cell death in
these disorders. These features are (1) the constant or decreasing
risk of neuronal death described above; (2) the genotype-dependent
nature of the risk; (3) the random time of death of any cell
(illustrated by the random distribution of apoptotic photoreceptors
seen in the retinas of animals and humans with inherited retinal
degenerations13,20); and (4) the paradoxical situation in which
most neurons in animals or patients with inherited neurodegenera-
tions survive and function normally for months, years or decades,
while a few genetically identical cells in the population are dying
randomly.

We propose that these features can be explained if the mutant
neurons are in an abnormal homeostatic state, the mutant steady
state (MSS). The MSS differs little from the normal neuronal steady
state (as most of the mutant cells are alive and functioning
normally), except that the MSS is associated with an increased

risk of cell death. We suggest that the MSS is a response to mutation
characterized by subtle but critical changes in the expression or
function of relatively few ‘mutant response’ genes or proteins
(MuRGs or MuRPs, respectively), which mediate critical pre-
death reactions. If MuRP is an enzyme, for example, it may
change the relative concentrations of ‘pre-lethal’ molecules (Fig.
4). Exit from the MSS and commitment to cell death would occur
when random fluctuations in the concentrations of pre-lethal mol-
ecules exceed a threshold beyond which neuronal death is initiated.
Different mutations would shift the steady state to varying degrees,
so that mutations producing a transition to an MSS closer to the
cell-death threshold have a greater chance of exceeding that thresh-
old, and therefore a higher probability of causing cell death. Thus,
we propose a ‘one-hit’ model in which the death of an individual
neuron is initiated randomly in time by a single rare catastrophic
event.

A similar one-hit kinetic model has been proposed and rejected as
an explanation for the exponential cell death kinetics exhibited by
cultured hippocampal neurons exposed transiently to excitotoxic
amino acids8. The one-hit model was rejected in favour of a more
complex mechanism involving a multistep biochemical cascade in
which the overall death rate is determined by the specific rate
constants for each of an unknown number of transitions within the
cascade. We suggest, however, that some environmental insults
place neurons in an abnormal steady state which, like the MSS,
is associated with a constant increased risk of death. This envir-
onmentally induced abnormal steady state is exemplified by the
effect of excitotoxic amino acids in initiating the exponential death
of hippocampal neurons8 (Fig. 3b, Table 1) and by the effect of
retinal detachment in leading to photoreceptor death24 (Fig. 1e,
Table 1).

Our findings have important implications for the understanding
and treatment of retinal and possibly other types of neuronal
degeneration. First, biochemical mechanisms proposed to underlie
neuronal death must be re-examined in light of the constant or
exponentially decreasing risk of cell death that we have identified.
Second, identification of the MuRGs and MuRPs in different
mutant neurons will indicate whether mutations impose MSSs
that share common MuRGs and MuRPs, or whether each MSS is
uniquely or partly defined by the specific mutant gene or mutation.
In mutant neurons in which the risk of death is constant throughout
life, the MSS should be the same in young and old cells with the
same genotype, although additional secondary changes in gene or
protein expression may occur as a consequence of cell death.
Alternatively, in models in which the risk of death decreases
exponentially, cell death may be associated with a changing pattern
of MuRGs and MuRPs. In either case, identification of MuRGs and
MuRPs in different mutants is likely to provide insight into the
pathogenic events that increase the risk of cell death in the MSS.
Pharmacological intervention to shift the activity of MuRGs and
MuRPs towards normal levels should slow or prevent initiation of
the biochemical cascade leading to cell death. Finally, the absence of
cumulative damage means that the likelihood that a mutant neuron
can be rescued by treatment is not diminished by age, although
fewer cells will be available to rescue. Therefore, treatment at any
stage of the illness is likely to confer benefit. M

Methods
Measurements and statistical analysis
We examined the kinetics of photoreceptor degeneration in animal models in which cell
loss had been reported quantitatively over at least one year, or until most photoreceptors
had died. The kinetics of cell loss were analysed by fitting either the outer nuclear layer
(ONL) thickness or cell number data to solutions of the differential equation

dONLðtÞ

dt
¼ 2 mðtÞ 3 ONLðtÞ ð1Þ

where m(t) represents the risk of cell death at age t. Functions for m(t) were substituted as

Wild-type neuron

compound A compound B

(1 unit per ml) (3 units per ml)

(1 unit per ml) (5 units per ml)

(1 unit per ml) (7 units per ml)

Mutant neuron in MSS

compound A compound BMuRP1

MuRP1

MuRP1

Dying mutant neuron

neuronal
cell death

compound A compound B

Figure 4 The exponential kinetics of cell death in inherited neuronal degenerations
suggest the existence of a mutant steady state (MSS) in which the risk of cell death is
increased. In wild-type neurons, a reaction, catalysed for example by the enzyme MuRP1,
is associated with a concentration of compound B of 3 units per ml. In a mutant neuron in
the MSS, the MuRP1 activity changes in response to the mutation, so that the
concentration of compound B is increased to 5 units per ml. Random increases in the
concentration of compound B to 7 units per ml will trigger cell death.
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follows:

exponentially decreasing risk mðtÞ ¼ m0e2 Aðt-delayÞ ð2Þ

constant risk mðtÞ ¼ m0 ð3Þ

exponentially increasing risk mðtÞ ¼ m0eAðt-delayÞ ð4Þ

where m0 represents the initial probability of cell death and delay represents the time before
neuronal death begins. Equations for m(t) were chosen on the basis of their ability to yield
exponential and sigmoidal curves. Data fitting was performed using nonlinear regression
analysis (quasi-Newton methods), a method of modelling the relationship between
variables, using the functions in the Mathematica 3.0 (Wolfram Research) software
package25. Models were rejected if parameter estimates did not differ significantly
(P , 0:05) from zero.

Measurements of metabolic decline in the caudates of 38 patients with Huntington’s
disease were obtained from PETscans as described26. For each patient, average glucose uptake
over the course of at least three years was fit to the solution of the differential equation:

dONLðtÞ

dt
¼ meAt 3 ONLðtÞ ð5Þ

to provide an estimate of A. A . 0 corresponds to increasing risk, A , 0 to decreasing risk,
and A ¼ 0 to constant risk. Estimates of A for each subject were then averaged, and a
Student’s t-test was used to determine whether the mean value was significantly different
from zero (P , 0:05).
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The parathyroid glands are the only known source of circulating
parathyroid hormone (PTH), which initiates an endocrine cas-
cade that regulates serum calcium concentration1. Glial cells
missing2 (Gcm2), a mouse homologue of Drosophila Gcm, is the
only transcription factor whose expression is restricted to the
parathyroid glands2–5. Here we show that Gcm2-deficient mice
lack parathyroid glands and exhibit a biological hypoparathy-
roidism, identifying Gcm2 as a master regulatory gene of para-
thyroid gland development. Unlike PTH receptor-deficient mice,
however, Gcm2-deficient mice are viable and fertile, and have only
a mildly abnormal bone phenotype. Despite their lack of para-
thyroid glands, Gcm2-deficient mice have PTH serum levels
identical to those of wild-type mice, as do parathyroidectomized
wild-type animals. Expression and ablation studies identified the
thymus, where Gcm1, another Gcm homologue, is expressed, as
the additional, downregulatable source of PTH. Thus, Gcm2
deletion uncovers an auxiliary mechanism for the regulation of
calcium homeostasis in the absence of parathyroid glands. We
propose that this backup mechanism may be a general feature of
endocrine regulation.

Serum calcium is essential for many physiological functions
including muscle contraction, blood coagulation, neuromuscular
excitability and mineralization of bone, a tissue that contains 99%
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The ability of synapses to modify their synaptic strength in
response to activity is a fundamental property of the nervous
system and may be an essential component of learning and
memory1. There are three classes of ionotropic glutamate recep-
tor, namely NMDA (N-methyl-D-aspartate), AMPA (a-amino-3-
hydroxy-5-methyl-4-isoxazole-4-propionic acid) and kainate

receptors2; critical roles in synaptic plasticity have been identi®ed
for two of these. Thus, at many synapses in the brain, transient
activation of NMDA receptors leads to a persistent modi®cation in
the strength of synaptic transmission mediated by AMPA
receptors3,4. Here, to determine whether kainate receptors5±7 are
involved in synaptic plasticity, we have used a new antagonist,
LY382884 ((3S, 4aR, 6S, 8aR)-6-((4-carboxyphenyl)methyl-
1,2,3,4,4a,5,6,7,8,8a-decahydroisoquinoline-3-carboxylic acid),
which antagonizes kainate receptors at concentrations that do
not affect AMPA or NMDA receptors. We ®nd that LY382884 is a
selective antagonist at neuronal kainate receptors containing the
GluR5 subunit. It has no effect on long-term potentiation (LTP)
that is dependent on NMDA receptors but prevents the induction
of mossy ®bre LTP, which is independent of NMDA receptors.
Thus, kainate receptors can act as the induction trigger for long-
term changes in synaptic transmission.

We have previously described two compounds, LY293558 ((3S,
4aR, 6R, 8aR)-6-[2-(1(2)H-tetrazol-5-yl)ethyl]-decahydroisoqui-
noline-3-carboxylic acid)8 and LY294486 ((3SR, 4aRS, 6SR, 8aRS)
-6- ((((1H-tetrazol-5-yl) methyl) oxy) methyl) -1,2,3,4,4a,5,6,7,8,8a
decahydroisoquinoline-3-carboxylic acid)9, that inhibit responses
mediated by kainate receptors containing the GluR5 but not the
GluR6 subunit. However, these kainate receptor antagonists are also
potent AMPA receptor antagonists, limiting their use except under
circumstances where synaptic transmission mediated by AMPA
receptors is blocked. We therefore examined other members of
this family of decahydroisoquinoline compounds using ligand-
binding assays; one compound, LY382884, was identi®ed as
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Figure 1 LY382884 is a selective GluR5 kainate receptor antagonist. a, Selective

displacement of binding to human recombinant GluR5 receptors. Ki values were estimated

from 11-point competition assays, from 3±4 separate preparations. Histograms with

open tops indicate a binding af®nity .100 mM (displacements using 100 mM LY382884:

GluR1, 23 6 5%; GluR2, 26 6 3%; GluR3, 5 6 3%; GluR4, 24 6 2%; GluR6, 1 6 1%;

GluR7, 26 6 6%; KA2, 8 6 3%; GluR6 + KA2, 25 6 16%). b, LY382884 antagonizes

GluR5/GluR6 heteromeric receptors. A voltage ramp was applied during steady-state

responses to kainate (30 mM). Cells with a signi®cant response generated by heteromeric

receptors were characterized by less recti®cation than homomeric GluR6(Q) (the ratio of

currents at +50/-50 mV was 0.66 6 0.07 for heteromeric receptors (n = 8) and 0.06 6

0.03 for homomeric GluR6(Q) (n = 5)). Kainate currents were inhibited by LY382884 (10

and 100 mM) by 18 6 3 and 41 6 3%, respectively (-50 mV), and by 30 6 6 and 70 6

6%, respectively (+50 mV). The voltage-dependence of the antagonism was signi®cant (P
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having considerably greater selectivity for GluR5 than for GluR2
(ref. 10). The ability of LY382884 to displace binding at a wide range
of recombinant AMPA and kainate receptors is shown in Fig. 1a.
Binding to GluR5 was displaced with an inhibition constant (Ki) of
4.0 6 0.2 mM (n = 4), whereas binding to GluR1±4, GluR6, GluR7,
KA2 and a heteromeric assembly of GluR6 and KA2 was displaced
with Ki values in excess of 100 mM. The kainate receptor antagonist
activity of LY382884 is shown for recombinant and native receptors
in Fig. 1b±d. LY382884 antagonized kainate-induced currents in
GluR5/GluR6 heteromers (Fig. 1b) but not in GluR6 homomers
(Fig. 1c). The heteromer was made by co-expressing GluR6(Q),
which alone generated strongly rectifying currents, with GluR5(R),
which alone was non-functional; this co-expression yielded a more
linear I±V relationship than GluR6 alone, in response to voltage
ramps between -100 and +100 mV. In cells displaying this more
linear recti®cation, LY382884 dose dependently reduced the current
induced by 30 mM kainate and increased recti®cation, presumably
because a greater proportion of GluR6 homomers contributed to
the residual current (Fig. 1b). The absence of functional antagonism
at recombinant GluR6 kainate receptors is shown in Fig. 1c, which
compares LY382884 with the AMPA/ kainate receptor antagonist
NBQX (2,3-dihydroxy-6-nitro-7-sulphamoylbenzo(f )quinoxaline).
LY382884 had no observable antagonistic effects at human GluR6
kainate receptors at concentrations of up to 100 mM. In rat dorsal
root ganglion (DRG) neurons, which express GluR5 kainate
receptors8,11,12, LY382884 inhibited currents evoked by kainate (30
mM) and a selective GluR5 kainate receptor ligand, ATPA ((RS)-2-
amino-3-(3-hydroxy-5-tert-butylisoxazol-4-yl)propanoic acid) (3
mM) in a concentration-dependent manner (half maximal concen-
tration (IC50) 0.95 6 0.16 mM (n = 6) and 1.19 6 0.79 mM (n = 6),
respectively. We also established the antagonistic activity of
LY382884 at hippocampal AMPA and NMDA receptors (Fig. 1d).
LY382884 had little or no effect on currents evoked by AMPA (30
mM) or NMDA (10 mM) at a concentration of 10 mM.

To determine whether LY382884 can be used to antagonize
neuronal kainate receptors selectively in an intact slice preparation,
we performed experiments on the CA1 region of the hippocampus.
We recorded excitatory postsynaptic potentials (EPSPs) mediated
by AMPA receptors intracellularly and determined their sensitivity
by sequentially applying increasing concentrations of the antago-
nist. LY382884 depressed the synaptic AMPA receptor-mediated
response with an IC50 of 87 mM (n = 3; Fig. 2a). In these
experiments, 10 mM was the maximum concentration that could
be used before AMPA receptor-mediated synaptic transmission was
affected. Neither monosynaptic g-aminobutyric acid (GABA)A and
GABAB receptor-mediated synaptic transmission13 nor passive
membrane properties were affected by 10 mM LY382884 (n = 5;
data not shown). Next, we determined the effectiveness of 10 mM
LY382884 as a kainate receptor antagonist by testing its ability to
inhibit the depression of AMPA receptor-mediated synaptic trans-
mission induced by ATPA, using ®eld potential recordings in slices
obtained from juvenile rats14. ATPA depressed ®eld EPSPs (fEPSPs),
at a concentration of 1 mM (n = 5) or 3 mM (n = 6), respectively, by
57 6 6 and 63 6 6% under control conditions but by only 6 6 2 and
18 6 9% in the presence of LY382884 (data not shown).

Given the high density of kainate receptors in area CA3 (ref. 15),
we extended our analysis to this region. LY382884 similarly antago-
nized the depression of AMPA receptor-mediated EPSPs induced by
ATPA. Thus, 1 mM ATPA depressed associational/commissural and
mossy-®bre-evoked fEPSPs, respectively, by 34 6 2 and 42 6 11%
under control conditions but by only 6 6 4 and 10 6 5% in the
presence of 10 mM LY382884 (n = 4; Fig. 2b). Synaptic transmission
in area CA3 is also inhibited by activation of metabotropic gluta-
mate (mGlu) receptors, raising the possibility that ATPA and
LY382884 are acting through these receptors. However, the mGlu
receptor antagonist (S)-a-methyl-4-carboxyphenylglycine (MCPG)
had no effect on ATPA-induced depression (n =5), and LY382884

had no effect on depression induced by the mGlu receptor agonist
(1S,3R)-1-aminocyclopentane-1,3-dicarboxylic acid ((1S,3R)-
ACPD; n = 6; Fig. 2c). Furthermore, 10 mM LY382884 had no
effect on depolarization of CA3 neurons induced by 30 mM (RS)-
DHPG ((RS)-3,5-dihydroxyphenylglycine) (mean depolarizations
before and after addition of LY382884, 10 6 3 and 12 6 2 mV,
respectively; n = 8), precluding an effect of the antagonist on
postsynaptic group I mGlu receptors. CA3 neurons possess post-
synaptic kainate receptors that can be activated synaptically by brief,
high frequency tetanus16,17. LY382884 (10 mM) antagonized this
kainate receptor-mediated excitatory postsynaptic current (EPSC),
recorded under whole-cell voltage-clamp conditions at -70 mV, by
38 6 4% (n = 7; Fig. 2d).

Having established that LY382884 is a selective kainate receptor
antagonist, we wished to determine whether kainate receptors are
involved in the induction of LTP at mossy ®bre synapses, given that
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Figure 2 LY382884 as an antagonist in rat hippocampal slices. a, Concentration-

dependent antagonism of AMPA receptor-mediated EPSPs. The left graph shows a single

representative example and the right graph plots peak synaptic depression versus

[LY382884] for three neurons (EC50 = 87 mM; neurons held at -73 6 3 mV).

b, Pooled data (n = 4) showing reversible antagonism by LY382884 of ATPA-induced

depression of ®eld EPSPs in area CA3, evoked alternatively by stimulation of mossy ®bres

(MF) and associational/commissural (A/C) inputs. c, Pooled data to show that LY382884

does not affect (1S,3R)-ACPD-induced depression (n = 6) and that MCPG does not affect

ATPA-induced depression (n = 5) of mossy-®bre-evoked fEPSPs. d, Reversible

antagonism by LY382884 of kainate receptor-mediated EPSCs, evoked by high-

frequency stimulation (10 shocks at 100 Hz) of mossy ®bres, in the presence of a cocktail

of antagonists16 to prevent activation of AMPA, NMDA or GABA receptor-mediated

synaptic currents (n = 7).
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LTP at these synapses is classically independent of NMDA
receptors18. Mossy ®bre LTP was completely prevented, in a rever-
sible manner, by LY382884. (The mean potentiation 60 min after
tetanization (100 Hz, 1 s, test intensity) in the presence and after
washout of LY382884 was 1 6 4% and 48 6 10%, respectively; n = 7;
Fig. 3a, b.) The ability of LY382884 to block the induction of LTP
was pathway speci®c, as NMDA receptor-dependent LTP in the CA3
region of the hippocampus, evoked by tetanic stimulation of
associational/commissural ®bres, was fully resistant to the actions
of LY382884. The mean potentiation 60 min after tetanization in the
presence of LY382884 was 45 6 10 (n = 3), compared with 47 6 6%
in interleaved control experiments (n = 6; Fig. 3c). Furthermore,
NMDA receptor-dependent LTP at CA1 synapses was also insensi-
tive to LY382884 (n = 7; data not shown).

It was possible that LY382884 blocked the induction of LTP by an
action that was independent of its ability to antagonize kainate
receptors. Mossy ®bre LTP involves the activation of the cAMP±
protein kinase A (PKA) pathway and can be induced by the
stimulation of adenylyl cyclase by forskolin19. Figure 4a shows
input-speci®c, long-lasting (.4 h), PKA-dependent mossy ®bre
LTP induced by our standard tetanus protocol. LY382884 had no
effect on forskolin-induced mossy ®bre LTP (n = 6) when compared
with interleaved controls (n = 6; Fig. 4b). Thus, its ability to inhibit
LTP is unlikely to be due to an action on signal transduction or
expression mechanisms involved in mossy ®bre LTP.

The ®nding that kainate receptors are involved in the induction of
mossy ®bre LTP is unexpected, as two other antagonists, kynurenate
and CNQX, have been reported not to block mossy-®bre-induced
LTP20,21. We con®rmed that kynurenate could cause substantial
antagonism of AMPA receptor-mediated synaptic transmission
without preventing the induction of LTP, as determined following
washout of kynurenate (this result was observed when 3 mM was
applied for 20 min, our standard perfusion time to achieve a steady-
state concentration; Fig. 5a). We veri®ed that AMPA receptors are
not required for induction of mossy ®bre LTP using GYKI53655 (30
mM, 20 min), a more selective AMPA receptor antagonist, which
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Figure 3 LY382884 speci®cally blocks the induction of mossy ®bre LTP. a, A single

example to show reversible block of the induction of mossy ®bre (MF) LTP by LY382884.

Note that the tetani were delivered in the presence of the NMDA receptor antagonist D-

AP5, except for the third tetanus delivered to the associational/commissural (A/C) ®bres.

The traces in this and subsequent ®gures are averages of four successive records

obtained at the times indicated on the graphs by the corresponding numbers. Inset,

positions of the stimulating and recording electrodes. b, Pooled data for seven

experiments showing reversible block of mossy-®bre-induced LTP. In this and subsequent

graphs, data points are the average of four successive measurements and the time of

each tetanus (100 Hz, 1 s, test intensity) is indicated by an arrow. c, The pooled data

shows NMDA receptor-dependent LTP in the CA3 region of the hippocampus, evoked by

tetanic stimulation of A/C ®bres, under control conditions (n = 6) and in the presence of

LY382884 (n = 3).
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Figure 4 LY382884 does not affect forskolin-induced LTP. a, Pooled data (n = 3) to show

that a single tetanus, delivered in the presence of D-AP5, induced input-speci®c, PKA-

dependent LTP that lasted at least 4 h. Note that Rp-cAMPS (Rp-adenosine 3,5-cyclic

monophosphothioate triethylamine) was applied immediately after tetanization of input 1

and washout was commenced immediately after tetanization of input 2. Inset, electrode

arrangements. b, Pooled data to show that LY382884 does not affect LTP induced by

application of forskolin. Data are from six slices treated with LY382884 (open symbols)

and six interleaved controls (®lled circles). Forskolin produced no potentiation of the

associational/commissural input (data not shown).
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reversibly blocked mossy ®bre synaptic transmission. Three hours
after the start of washout of GYKI53655, the non-tetanized input
had recovered to baseline values (+5 6 2%), whereas the tetanized
input exhibited stable LTP (of 89 6 25%; P , 0.05; n = 5).

LTP was, however, fully blocked by 10 mM kynurenate (n = 5; Fig.
5b). We also found that 10 mM CNQX, a concentration that
antagonizes kainate-induced currents mediated by GluR5 in CA3
neurons16, blocked the induction of mossy ®bre LTP (n = 4; Fig. 5c).
In these two sets of experiments, we also examined the effects of
LY382884 alone and of D(-)-2-amino-5-phosphonopentanoate
(D-AP5) alone on mossy ®bre LTP; in all cases, LY382884 blocked
LTP whereas LTP was readily obtained in the presence of D-AP5 (the
mean potentiation 60 min after tetanization in the presence of
LY382884 alone was -2 6 1%; 60 min after tetanization in the
presence of D-AP5 alone it was 36 6 11%; n = 9). CNQX (Ki for
displacement of GluR5 binding, 2.9 6 0.2 mM; n = 3) is about as
effective as LY382884, whereas kynurenate is very weak as an
antagonist at GluR5-expressing cells, with dose-dependent
antagonism over the millimolar range. In three separate systems,
kynurenate produced signi®cantly (P , 0.05) more antagonism at
10 mM than at 3 mM: displacement of 100-mM kainate binding in
GluR5-expressing HEK293 cells was 98 6 1% at 10 mM kynurenate
and 60 6 1% at 3 mM (n = 3); inhibition of 100 mM kainate
currents in DRG neurones was 89 6 3 and 76 6 1%, respectively
(n = 3); depression of synaptic responses mediated by kainate
receptors in CA3 neurons was 84 6 7 and 42 6 8%, respectively
(n = 4). Thus, three structurally unrelated compounds antagonized
both events mediated by kainate receptors containing GluR5 and
mossy ®bre LTP in the same rank order of potency: LY382884 =
CNQX q kynurenate.

LY382884 shows selectivity between homomeric GluR5 and
GluR2 receptors10; it has been used in studies of global ischaemia10

and nociception22,23. We have shown that LY382884 antagonizes
responses mediated by kainate receptors at concentrations below
those that affect synaptic processes mediated by AMPA or NMDA
receptors. Like LY293558 (ref. 8) and LY294486 (ref. 9), LY382884 is
highly selective for the GluR5 kainate receptor subunit. The earlier
kainate receptor antagonists have been used to identify a role for
GluR5 subunits in excitatory synaptic transmission in the
hippocampus24,25 and amygdala26. However, these compounds also
antagonize AMPA receptors. Given its greater selectivity, LY382884
is a more useful antagonist with which to explore the functions of
GluR5 in the brain.

Although our data indicate that the kainate receptor involved in
the induction of LTP may have at least one GluR5 subunit, this does
not preclude roles for other kainate receptor subunits in synaptic
plasticity. Indeed, as the kainate receptor-mediated component of
excitatory synaptic transmission at mossy ®bre synapses16,17 is both
antagonized by GluR5 antagonists24 and absent in GluR6 knockout
mice27, both subunits may contribute to native kainate receptors in
these neurons. The sensitivity of a GluR5/GluR6 heteromer to
LY382884 is consistent with this possibility. Our ®ndings do not
indicate whether mossy ®bre LTP is induced pre- or
postsynaptically28,29, as GluR5-containing kainate receptors are
located at both sites. However, it may be possible to develop
antagonists that are selective for pre- or postsynaptic kainate
receptors at mossy ®bres to address this question. Other receptors,
such as mGlu receptors, may activate separate transduction pro-
cesses that are also required for mossy ®bre LTP20,29,30. Hitherto, LTP
has been viewed as usually being induced by the synaptic activation
of NMDA receptors and expressed as an enhancement of synaptic
transmission mediated by AMPA, and under certain circumstances
NMDA, receptors3. At synapses that exhibit LTP independently of
NMDA receptors, it has been assumed that ionotropic glutamate
receptors are not required for the induction of LTP28,29. We have
shown that kainate receptors are involved in the induction of LTP at
a synapse where NMDA receptors do not have a role. It will be

interesting to determine whether this principle extends to other
synapses where NMDA receptor-independent LTP has been found
and whether, by analogy to the NMDA receptor, the biophysical
properties of kainate receptors5±7 endow properties of functional
signi®cance to this form of LTP.

Methods
Ligand-binding studies

These experiments were performed using cell membranes prepared from frozen HEK293
cells expressing recombinant AMPA or kainate receptor subunits and using [3H]-AMPA
and [3H]-kainate, respectively, as described9.

Construction of the heteromer

A GluR6(Q) stable HEK293 cell line was transfected with GluR52b(R) in the vector pCEP4,
using Lipofectamine 2000. After three weeks of selection with 250 mg ml-1 hygromycin, the
cells reached 30% con¯uency and were split for electrophysiology.

Electrophysiology using isolated cells

Whole-cell voltage clamp recordings were made using extracellular solutions comprising
(in mM) NaCl (138), CaCl2 (5), KCl (5), MgCl2 (1), HEPES (10) and glucose (10); pH 7.4.
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Figure 5 Kynurenate and CNQX block the induction of mossy ®bre LTP. a, Pooled data (n

= 4) to show that 3 mM kynurenate blocks AMPA receptor-mediated synaptic

transmission but not mossy ®bre LTP. A tetanus was delivered to input 1 during blockade

of synaptic transmission and to input 2 following recovery from the effects of kynurenate.

The traces are from a single experiment. b, Pooled data (n = 5) to show that 10 mM

kynurenate, like 10 mM LY382884, blocks the induction of mossy ®bre LTP. c, Pooled

data (n = 4) to show that 10 mM CNQX, like 10 mM LY382884, blocks the induction of

mossy ®bre LTP.
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For HEK293 cells and hippocampal neurons, intracellular solutions comprised (in mM)
CsCl (140), MgCl2 (1), diTris creatine phosphate (14), HEPES (10), BAPTA (15) and
creatine phosphokinase (50 units ml-1); pH 7.15. For DRG neurons8, intracellular
solutions comprised (in mM) CsMeSO4 (125), CsCl (15), CsBAPTA (5), HEPES (10),
CaCl2 (0.5) MgCl2 (3) and MgATP (2); pH 7.2. Experiments were performed at room
temperature (20±22 8C). Drugs were applied by bath perfusion and exchange of solutions
under these conditions took about 5 s. Voltage ramps were conducted between -100 and
+100mV in 1 s. Experiments using recombinant receptors and DRG neurons were
performed after incubation of cells with 250 mg ml-1 concanavalin A for 10 min to remove
receptor desensitization. Hippocampal pyramidal neurons were cultured from E17
Sprague Dawley rat fetuses. AMPA receptor-mediated currents were obtained from cells
(6±12 days in vitro) in the presence of tetrodotoxin (1 mM); NMDA receptor-mediated
currents were recorded from cells (10±12 days in vitro) in the presence of glycine (10 mM)
but without added magnesium. Curve ®tting to the data points was based upon the
equation y � 100�Dn=�Dn � ECn

50�� using a slope ®xed to a value of 1 and where D is the
drug concentration. For antagonists, EC50 = IC50. IC50 values were estimated from data
obtained from at least four separate cells.

Electrophysiology in slice

Experiments were performed on transverse rat hippocampal slices (400 mm) maintained
in medium comprising (in mM) NaCl (124), KCl (3), NaHCO3 (26), NaH2PO4 (1.25),
CaCl2 (2), MgSO4 (1) and D-glucose (10) (bubbled with O2/CO2 : 95/5%). Extracellular
fEPSPs were recorded in areas CA1 and CA3 using glass microelectrodes (2±4 MQ)
containing 4 M NaCl, as described14. Intracellular recordings were obtained using sharp
glass microelectrodes (40±80 MQ) ®lled with KMeS04 (2M)13. Whole-cell patch-clamp
recordings were obtained blind using glass microelectrodes (5±7 MQ; seal resistance ,10
GQ) ®lled with a solution comprising (in mM) CsMeSO3 (120), NaCl (1), MgCl2 (1), Mg-
ATP (4), BAPTA (10), N-(2,6-dimethyl-phenylcarbamoylmethyl)-triethylammonium
bromide (QX-314) (5) and HEPES (5), adjusted to pH 7.3, as described16. Data are
presented as mean 6 s.e.m. throughout.

Received 10 September; accepted 4 October 1999.

1. Hebb, D. O. The Organization of Behaviour (John Wiley, New York, 1949).

2. Watkins, J. C. & Evans, R. H. Excitatory amino acid transmitters. Annu. Rev. Pharmacol. Toxicol. 21,

165±204 (1981).

3. Bliss, T. V. P. & Collingridge, G. L. A synaptic model of memory: Long-term potentiation in the

hippocampus. Nature 361, 31±39 (1993).

4. Bear, M. F. & Abraham, W. C. Long-term depression in hippocampus. Annu. Rev. Neurosci. 19, 437±

462 (1996).

5. Bettler, B. & Mulle, C. AMPA and kainate receptors. Neuropharmacology 34, 123±139 (1995).

6. Bleakman, D. & Lodge, D. Neuropharmacology of AMPA and kainate receptors. Neuropharmacology

37, 1187±1204 (1998).

7. Chittajallu, R., Braithwaite S. P., Clarke, V. R. J. & Henley, J. M. Kainate receptors: subunits, synaptic

localization and function. Trends Pharmacol. Sci. 20, 26±35 (1999).

8. Bleakman, D. et al. Pharmacological discrimination of GluR5 and GluR6 kainate receptor subtypes by

(3S,4aR,6R,8aR)-6-[2-(1(2)H- tetrazole-5-yl)ethyl]decahydroisoquinoline-3 carboxylic acid. Mol.

Pharmacol. 49, 581±585 (1996).

9. Clarke, V. R. J. et al. A hippocampal GluR5 kainate receptor regulating inhibitory synaptic

transmission. Nature 389, 599±603 (1997).

10. O'Neill, M. J. et al. Decahydroisoquinolines: novel competitive AMPA/kainate antagonists with

neuroprotective effects in global cerebral ischaemia. Neuropharmacology 37, 1211±1222 (1998).

11. Huettner, J. E. Glutamate receptor channels in rat DRG neurons: Activation by kainate and

quisqualate and blockade of desensitization by Con A. Neuron 5, 255±266 (1990).

12. Partin, K. M. et al. Selective modulation of desensitization at AMPA versus kainate receptors by

cyclothiazide and concanavalin A. Neuron 11, 1069±1082 (1993).

13. Davies, S. N. & Collingridge, G. L. Role of excitatory amino acid receptors in synaptic transmission in

area CA1 of rat hippocampus. Proc. R. Soc. Lond. B 236, 373±384 (1989).

14. Vignes, M. et al. The GluR5 subtype of kainate receptor regulates excitatory synaptic transmission in

areas CA1 and CA3 of the rat hippocampus. Neuropharmacology 37, 1269±1277 (1998).

15. Monaghan, D. T. & Cotman, C. W. The distribution of [3H]kainic acid binding sites in rat CNS as

determined by autoradiography. Brain Res. 252, 91±100 (1982).

16. Vignes, M. & Collingridge, G. L. The synaptic activation of kainate receptors. Nature 388, 179±182

(1997).

17. Castillo, P. E., Malenka, R. C. & Nicoll, R. A. Kainate receptors mediate a slow postsynaptic current in

hippocampal CA3 neurons. Nature 388, 182±186 (1997).

18. Harris, E. W. & Cotman, C. W. Long-term potentiation of guinea pig mossy ®ber responses is not

blocked by N-methyl-D-aspartate antagonists. Neurosci. Lett. 70, 132±137 (1986).

19. Weisskopf, M. G., Castillo, P. E., Zalutsky, R. A. & Nicoll, R. A. Mediation of hippocampal mossy ®ber

long-term potentiation by cyclic AMP. Science 265, 1878±1882.

20. Ito, I. & Sugiyama, H. Roles of glutamate receptors in long-term potentiation at hippocampal mossy

®ber synapses. NeuroReport 2, 333±336 (1991).

21. Castillo, P. E., Weisskopf, M. G. & Nicoll, R. A. The role of Ca2+ channels in hippocampal mossy ®ber

synaptic transmission and long-term potentiation. Neuron 12, 261±269 (1994).

22. Simmons, R. M. A. et al. Kainate GluR5 receptor subtype mediates the nociceptive response to

formalin in the rat. Neuropharmacology 37, 25±36 (1998).

23. Procter, M. J. et al. Actions of kainate and AMPA selective glutamate receptor ligands on nociceptive

processing in the spinal cord. Neuropharmacology 37, 1287±1297 (1998).

24. Vignes, M., Bleakman, D., Lodge, D. & Collingridge, G. L. The synaptic activation of the GluR5

subtype of kainate receptor in area CA3 of the rat hippocampus. Neuropharmacology 36, 1477±1481

(1997).

25. Cossart, R. et al. GluR5 kainate receptor activation in interneurons increases tonic inhibition of

pyramidal cells. Nature Neurosci. 1, 470±478 (1998).

26. Li, H. & Rogawski, M. A. GluR5 kainate receptor mediated synaptic transmission in rat basolateral

amygdala in vitro. Neuropharmacology 37, 1279±1286 (1998).

27. Mulle, C. et al. Altered synaptic physiology and reduced susceptibility to kainate-induced seizures in

GluR6-de®cient mice. Nature 392, 601±605 (1998).

28. Nicoll, R. A. & Malenka, R. C. Contrasting properties of two forms of long-term potentiation in the

hippocampus. Nature 377, 115±118 (1995).

29. Yeckel, M. F., Kapur, A. & Johnston, D. Multiple forms of LTP in hippocampal CA3 neurons use a

common postsynaptic mechanism. Nature Neurosci. 2, 625±633 (1999).

30. Bashir, Z. I. et al. Induction of LTP in the hippocampus needs synaptic activation of glutamate

metabotropic receptors. Nature 363, 347±350 (1993).

Acknowledgements

We thank B. Anderson for providing the data acquisition software (http://www.
ltp-program.com). This work was supported by the MRC. I.S. is a postdoc of the
FWO-Vlaanderen, Belgium.

Correspondence and requests for materials should be addressed to Z.A.B.

letters to nature

NATURE | VOL 402 | 18 NOVEMBER 1999 | www.nature.com 301

.................................................................
Activation of the epithelial Na+

channel (ENaC) requires
CFTR Cl- channel function
M. M. Reddy, M. J. Light & P. M. Quinton

Department of Pediatrics-0831, University of California, San Diego, School of

Medicine, La Jolla, California 92093-0831, USA

..............................................................................................................................................

It is increasingly being recognized that cells coordinate the
activity of separate ion channels that allow electrolytes into the
cell. However, a perplexing problem in channel regulation has
arisen in the fatal genetic disease cystic ®brosis, which results
from the loss of a speci®c Cl- channel (the CFTR channel) in
epithelial cell membranes1. Although this defect clearly inhibits
the absorption of Na+ in sweat glands2,3, it is widely accepted that
Na+ absorption is abnormally elevated in defective airways in
cystic ®brosis4,5. The only frequently cited explanation for this
hypertransport is that the activity of an epithelial Na+ channel
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important consequence of nonlinear gravitational processes if the
initial conditions are gaussian, and is a potentially powerful signa-
ture to exploit in statistical tests of this class of models; see Fig. 1.

The information needed to fully specify a non-gaussian field (or,
in a wider context, the information needed to define an image8)
resides in the complete set of Fourier phases. Unfortunately,
relatively little is known about the behaviour of Fourier phases in
the nonlinear regime of gravitational clustering9–14, but it is essential
to understand phase correlations in order to design efficient
statistical tools for the analysis of clustering data. A first step on
the road to a useful quantitative description of phase information is
to represent it visually. We do this using colour, as shown in Fig. 2.
To view the phase coupling in an N-body simulation, we Fourier-
transform the density field; this produces a complex array contain-
ing the real (R) and imaginary (I) parts of the transformed ‘image’,
with the pixels in this array labelled by wavenumber k rather than
position x. The phase for each wavenumber, given by
f ¼ arctanðI=RÞ, is then represented as a hue for that pixel.

The rich pattern of phase information revealed by this method
(see Fig. 3) can be quantified, and related to the gravitational
dynamics of its origin. For example, in our analysis of phase
coupling5 we introduced a quantity Dk:

Dk [ fkþ1 2 fk ð4Þ

This quantity measures the difference in phase of modes with
neighbouring wavenumbers in one dimension. We refer to Dk as
the phase gradient. To apply this idea to a two-dimensional
simulation, we simply calculate gradients in the x and y directions
independently. Because the difference between two circular random
variables is itself a circular random variable, the distribution of Dk

should initially be uniform. As the fluctuations evolve waves begin
to collapse, spawning higher-frequency modes in phase with the
original15. These then interact with other waves to produce the non-
uniform distribution of Dk seen in Fig. 3.

It is necessary to develop quantitative measures of phase infor-
mation that can describe the structure displayed in the colour
representations. In the beginning, the phases fk are random and
so are the Dk obtained from them. This corresponds to a state of
minimal information, or in other words, maximum entropy. As
information flows into the phases, the information content must
increase and the entropy decrease. This can be quantified by
defining an information entropy for the set of phase gradients5.
We construct a frequency distribution, f(D), of the values of Dk

obtained from the whole map. The entropy is then defined as

SðDÞ ¼ 2 #f ðDÞ log½f ðDÞÿdD ð5Þ

where the integral is taken over all values of D, that is, from 0 to 2p.
The use of D, rather than f itself, to define entropy is one way of
accounting for the lack of translation invariance of f, a problem that
was missed in previous attempts to quantify phase entropy16. A
uniform distribution of D is a state of maximum entropy (mini-
mum information), corresponding to gaussian initial conditions
(random phases). This maximal value of Smax ¼ logð2pÞ is a
characteristic of gaussian fields. As the system evolves, it moves
into states of greater information content (that is, lower entropy).
The scaling of S with clustering growth displays interesting
properties5, establishing an important link between the spatial
pattern and the physical processes driving clustering growth. This
phase information is a unique ‘fingerprint’ of gravitational instabil-
ity, and it therefore also furnishes statistical tests of the presence of
any initial non-gaussianity17–19. M
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Many complex systems display a surprising degree of tolerance
against errors. For example, relatively simple organisms grow,
persist and reproduce despite drastic pharmaceutical or
environmental interventions, an error tolerance attributed to
the robustness of the underlying metabolic network1. Complex
communication networks2 display a surprising degree of robust-
ness: although key components regularly malfunction, local fail-
ures rarely lead to the loss of the global information-carrying
ability of the network. The stability of these and other complex
systems is often attributed to the redundant wiring of the func-
tional web defined by the systems’ components. Here we demon-
strate that error tolerance is not shared by all redundant systems:
it is displayed only by a class of inhomogeneously wired networks,
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called scale-free networks, which include the World-Wide Web3–5,
the Internet6, social networks7 and cells8. We find that such
networks display an unexpected degree of robustness, the ability
of their nodes to communicate being unaffected even by un-
realistically high failure rates. However, error tolerance comes at a
high price in that these networks are extremely vulnerable to
attacks (that is, to the selection and removal of a few nodes that
play a vital role in maintaining the network’s connectivity). Such
error tolerance and attack vulnerability are generic properties of
communication networks.

The increasing availability of topological data on large networks,
aided by the computerization of data acquisition, had led to great
advances in our understanding of the generic aspects of network
structure and development9–16. The existing empirical and theo-
retical results indicate that complex networks can be divided into
two major classes based on their connectivity distribution P(k),
giving the probability that a node in the network is connected to k
other nodes. The first class of networks is characterized by a P(k)
that peaks at an average ηkι and decays exponentially for large k. The
most investigated examples of such exponential networks are the
random graph model of Erdös and Rényi9,10 and the small-world
model of Watts and Strogatz11, both leading to a fairly homogeneous
network, in which each node has approximately the same number
of links, k . ηkι. In contrast, results on the World-Wide Web
(WWW)3–5, the Internet6 and other large networks17–19 indicate
that many systems belong to a class of inhomogeneous networks,
called scale-free networks, for which P(k) decays as a power-law,
that is PðkÞ,k2 g, free of a characteristic scale. Whereas the prob-
ability that a node has a very large number of connections (k q ηkι)
is practically prohibited in exponential networks, highly connected
nodes are statistically significant in scale-free networks (Fig. 1).

We start by investigating the robustness of the two basic con-
nectivity distribution models, the Erdös–Rényi (ER) model9,10 that
produces a network with an exponential tail, and the scale-free
model17 with a power-law tail. In the ER model we first define the N
nodes, and then connect each pair of nodes with probability p. This
algorithm generates a homogeneous network (Fig. 1), whose con-
nectivity follows a Poisson distribution peaked at ηkι and decaying
exponentially for k q ηkι.

The inhomogeneous connectivity distribution of many real net-
works is reproduced by the scale-free model17,18 that incorporates
two ingredients common to real networks: growth and preferential
attachment. The model starts with m0 nodes. At every time step t a
new node is introduced, which is connected to m of the already-
existing nodes. The probability Πi that the new node is connected
to node i depends on the connectivity ki of node i such that
Πi ¼ ki=Sjkj. For large t the connectivity distribution is a power-
law following PðkÞ ¼ 2m2=k3.

The interconnectedness of a network is described by its diameter
d, defined as the average length of the shortest paths between any
two nodes in the network. The diameter characterizes the ability of
two nodes to communicate with each other: the smaller d is, the
shorter is the expected path between them. Networks with a very
large number of nodes can have quite a small diameter; for example,
the diameter of the WWW, with over 800 million nodes20, is around
19 (ref. 3), whereas social networks with over six billion individuals

Exponential Scale-free

ba

Figure 1 Visual illustration of the difference between an exponential and a scale-free
network. a, The exponential network is homogeneous: most nodes have approximately
the same number of links. b, The scale-free network is inhomogeneous: the majority of
the nodes have one or two links but a few nodes have a large number of links,
guaranteeing that the system is fully connected. Red, the five nodes with the highest
number of links; green, their first neighbours. Although in the exponential network only
27% of the nodes are reached by the five most connected nodes, in the scale-free
network more than 60% are reached, demonstrating the importance of the connected
nodes in the scale-free network Both networks contain 130 nodes and 215 links
(ηk ι ¼ 3:3). The network visualization was done using the Pajek program for large
network analysis: ηhttp://vlado.fmf.uni-lj.si/pub/networks/pajek/pajekman.htmι.
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Figure 2 Changes in the diameter d of the network as a function of the fraction f of the
removed nodes. a, Comparison between the exponential (E) and scale-free (SF) network
models, each containing N ¼ 10;000 nodes and 20,000 links (that is, ηk ι ¼ 4). The blue
symbols correspond to the diameter of the exponential (triangles) and the scale-free
(squares) networks when a fraction f of the nodes are removed randomly (error tolerance).
Red symbols show the response of the exponential (diamonds) and the scale-free (circles)
networks to attacks, when the most connected nodes are removed. We determined the f
dependence of the diameter for different system sizes (N ¼ 1;000; 5,000; 20,000) and
found that the obtained curves, apart from a logarithmic size correction, overlap with
those shown in a, indicating that the results are independent of the size of the system. We
note that the diameter of the unperturbed (f ¼ 0) scale-free network is smaller than that
of the exponential network, indicating that scale-free networks use the links available to
them more efficiently, generating a more interconnected web. b, The changes in the
diameter of the Internet under random failures (squares) or attacks (circles). We used the
topological map of the Internet, containing 6,209 nodes and 12,200 links (ηk ι ¼ 3:4),
collected by the National Laboratory for Applied Network Research ηhttp://moat.nlanr.net/
Routing/rawdata/ι. c, Error (squares) and attack (circles) survivability of the World-Wide
Web, measured on a sample containing 325,729 nodes and 1,498,353 links3, such that
ηk ι ¼ 4:59.
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are believed to have a diameter of around six21. To compare the two
network models properly, we generated networks that have the same
number of nodes and links, such that P(k) follows a Poisson
distribution for the exponential network, and a power law for the
scale-free network.

To address the error tolerance of the networks, we study the
changes in diameter when a small fraction f of the nodes is removed.
The malfunctioning (absence) of any node in general increases the
distance between the remaining nodes, as it can eliminate some
paths that contribute to the system’s interconnectedness. Indeed, for
the exponential network the diameter increases monotonically with
f (Fig. 2a); thus, despite its redundant wiring (Fig. 1), it is increas-
ingly difficult for the remaining nodes to communicate with each
other. This behaviour is rooted in the homogeneity of the network:
since all nodes have approximately the same number of links, they
all contribute equally to the network’s diameter, thus the removal of
each node causes the same amount of damage. In contrast, we
observe a drastically different and surprising behaviour for the
scale-free network (Fig. 2a): the diameter remains unchanged under
an increasing level of errors. Thus even when as many as 5% of

the nodes fail, the communication between the remaining nodes
in the network is unaffected. This robustness of scale-free net-
works is rooted in their extremely inhomogeneous connectivity
distribution: because the power-law distribution implies that the
majority of nodes have only a few links, nodes with small
connectivity will be selected with much higher probability. The
removal of these ‘small’ nodes does not alter the path structure of
the remaining nodes, and thus has no impact on the overall network
topology.

An informed agent that attempts to deliberately damage a net-
work will not eliminate the nodes randomly, but will preferentially
target the most connected nodes. To simulate an attack we first
remove the most connected node, and continue selecting and
removing nodes in decreasing order of their connectivity k. Measur-
ing the diameter of an exponential network under attack, we find
that, owing to the homogeneity of the network, there is no
substantial difference whether the nodes are selected randomly or
in decreasing order of connectivity (Fig. 2a). On the other hand, a
drastically different behaviour is observed for scale-free networks.
When the most connected nodes are eliminated, the diameter of the
scale-free network increases rapidly, doubling its original value if
5% of the nodes are removed. This vulnerability to attacks is rooted
in the inhomogeneity of the connectivity distribution: the connec-
tivity is maintained by a few highly connected nodes (Fig. 1b),
whose removal drastically alters the network’s topology, and
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Figure 3 Network fragmentation under random failures and attacks. The relative size of
the largest cluster S (open symbols) and the average size of the isolated clusters ηsι (filled
symbols) as a function of the fraction of removed nodes f for the same systems as in
Fig. 2. The size S is defined as the fraction of nodes contained in the largest cluster (that is,
S ¼ 1 for f ¼ 0). a, Fragmentation of the exponential network under random failures
(squares) and attacks (circles). b, Fragmentation of the scale-free network under random
failures (blue squares) and attacks (red circles). The inset shows the error tolerance curves
for the whole range of f, indicating that the main cluster falls apart only after it has been
completely deflated. We note that the behaviour of the scale-free network under errors is
consistent with an extremely delayed percolation transition: at unrealistically high error
rates ( f max . 0:75) we do observe a very small peak in ηsι (ηsmaxι . 1:06) even in the
case of random failures, indicating the existence of a critical point. For a and b we
repeated the analysis for systems of sizes N ¼ 1;000, 5,000 and 20,000, finding that the
obtained S and ηsι curves overlap with the one shown here, indicating that the overall
clustering scenario and the value of the critical point is independent of the size of the
system. c, d, Fragmentation of the Internet (c) and WWW (d), using the topological data
described in Fig. 2. The symbols are the same as in b. ηsι in d in the case of attack is
shown on a different scale, drawn in the right side of the frame. Whereas for small f we
have ηsι . 1:5, at f w

c ¼ 0:067 the average fragment size abruptly increases, peaking at
ηsmaxι . 60, then decays rapidly. For the attack curve in d we ordered the nodes as a
function of the number of outgoing links, kout. We note that while the three studied
networks, the scale-free model, the Internet and the WWW have different g, ηkι and
clustering coefficient11, their response to attacks and errors is identical. Indeed, we find
that the difference between these quantities changes only fc and the magnitude of d, S
and ηsι, but not the nature of the response of these networks to perturbations.
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Figure 4 Summary of the response of a network to failures or attacks. a–f, The cluster
size distribution for various values of f when a scale-free network of parameters given in
Fig. 3b is subject to random failures (a–c) or attacks (d–f). Upper panels, exponential
networks under random failures and attacks and scale-free networks under attacks
behave similarly. For small f, clusters of different sizes break down, although there is still a
large cluster. This is supported by the cluster size distribution: although we see a few
fragments of sizes between 1 and 16, there is a large cluster of size 9,000 (the size of the
original system being 10,000). At a critical fc (see Fig. 3) the network breaks into small
fragments between sizes 1 and 100 (b) and the large cluster disappears. At even higher f
(c) the clusters are further fragmented into single nodes or clusters of size two. Lower
panels, scale-free networks follow a different scenario under random failures: the size of
the largest cluster decreases slowly as first single nodes, then small clusters break off.
Indeed, at f ¼ 0:05 only single and double nodes break off (d). At f ¼ 0:18, the network
is fragmented (b) under attack, but under failures the large cluster of size 8,000 coexists
with isolated clusters of sizes 1 to 5 (e). Even for an unrealistically high error rate of
f ¼ 0:45 the large cluster persists, the size of the broken-off fragments not exceeding
11 (f).
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decreases the ability of the remaining nodes to communicate with
each other.

When nodes are removed from a network, clusters of nodes
whose links to the system disappear may be cut off (fragmented)
from the main cluster. To better understand the impact of failures
and attacks on the network structure, we next investigate this
fragmentation process. We measure the size of the largest cluster,
S, shown as a fraction of the total system size, when a fraction f of the
nodes are removed either randomly or in an attack mode. We find
that for the exponential network, as we increase f, S displays a
threshold-like behaviour such that for f . f e

c . 0:28 we have S . 0.
Similar behaviour is observed when we monitor the average size ηsι
of the isolated clusters (that is, all the clusters except the largest one),
finding that ηsι increases rapidly until ηsι . 2 at f e

c, after which it
decreases to ηsι ¼ 1. These results indicate the following breakdown
scenario (Fig. 3a). For small f, only single nodes break apart, ηsι . 1,
but as f increases, the size of the fragments that fall off the main
cluster increases, displaying unusual behaviour at f e

c. At f e
c the

system falls apart; the main cluster breaks into small pieces, leading
to S . 0, and the size of the fragments, ηsι, peaks. As we continue to
remove nodes ( f . f e

c), we fragment these isolated clusters, leading
to a decreasing ηsι. Because the ER model is equivalent to infinite
dimensional percolation22, the observed threshold behaviour is
qualitatively similar to the percolation critical point.

However, the response of a scale-free network to attacks and
failures is rather different (Fig. 3b). For random failures no thresh-
old for fragmentation is observed; instead, the size of the largest
cluster slowly decreases. The fact that ηsι < 1 for most f values
indicates that the network is deflated by nodes breaking off one by
one, the increasing error level leading to the isolation of single nodes
only, not clusters of nodes. Thus, in contrast with the catastrophic
fragmentation of the exponential network at f e

c, the scale-free
network stays together as a large cluster for very high values of f,
providing additional evidence of the topological stability of these
networks under random failures. This behaviour is consistent with
the existence of an extremely delayed critical point (Fig. 3) where
the network falls apart only after the main cluster has been
completely deflated. On the other hand, the response to attack of
the scale-free network is similar (but swifter) to the response to
attack and failure of the exponential network (Fig. 3b): at a critical
threshold f sf

c . 0:18, smaller than the value f e
c . 0:28 observed for

the exponential network, the system breaks apart, forming many
isolated clusters (Fig. 4).

Although great efforts are being made to design error-tolerant
and low-yield components for communication systems, little is
known about the effect of errors and attacks on the large-scale
connectivity of the network. Next, we investigate the error and
attack tolerance of two networks of increasing economic and
strategic importance: the Internet and the WWW.

Faloutsos et al.6 investigated the topological properties of the
Internet at the router and inter-domain level, finding that the
connectivity distribution follows a power-law, PðkÞ,k 2 2:48. Conse-
quently, we expect that it should display the error tolerance and
attack vulnerability predicted by our study. To test this, we used the
latest survey of the Internet topology, giving the network at the
inter-domain (autonomous system) level. Indeed, we find that the
diameter of the Internet is unaffected by the random removal of
as high as 2.5% of the nodes (an order of magnitude larger than
the failure rate (0.33%) of the Internet routers23), whereas if the
same percentage of the most connected nodes are eliminated
(attack), d more than triples (Fig. 2b). Similarly, the large connected
cluster persists for high rates of random node removal, but if nodes
are removed in the attack mode, the size of the fragments that
break off increases rapidly, the critical point appearing at f I

c . 0:03
(Fig. 3b).

The WWW forms a huge directed graph whose nodes are
documents and edges are the URL hyperlinks that point from one

document to another, its topology determining the search engines’
ability to locate information on it. The WWW is also a scale-free
network: the probabilities Pout(k) and Pin(k) that a document has k
outgoing and incoming links follow a power-law over several orders
of magnitude, that is, PðkÞ,k2 g, with gin ¼ 2:1 and gout ¼ 2:453,4,24.
Since no complete topological map of the WWW is available, we
limited our study to a subset of the web containing 325,729 nodes
and 1,469,680 links (ηkι ¼ 4:59) (ref. 3). Despite the directedness of
the links, the response of the system is similar to the undirected
networks we investigated earlier: after a slight initial increase, d
remains constant in the case of random failures and increases for
attacks (Fig. 2c). The network survives as a large cluster under high
rates of failure, but the behaviour of ηsι indicates that under attack
the system abruptly falls apart at f w

c ¼ 0:067 (Fig. 3c).
In summary, we find that scale-free networks display a surpris-

ingly high degree of tolerance against random failures, a property
not shared by their exponential counterparts. This robustness is
probably the basis of the error tolerance of many complex systems,
ranging from cells8 to distributed communication systems. It also
explains why, despite frequent router problems23, we rarely experi-
ence global network outages or, despite the temporary unavailability
of many web pages, our ability to surf and locate information on the
web is unaffected. However, the error tolerance comes at the
expense of attack survivability: the diameter of these networks
increases rapidly and they break into many isolated fragments
when the most connected nodes are targeted. Such decreased
attack survivability is useful for drug design8, but it is less encourag-
ing for communication systems, such as the Internet or the WWW.
Although it is generally thought that attacks on networks with
distributed resource management are less successful, our results
indicate otherwise. The topological weaknesses of the current
communication networks, rooted in their inhomogeneous connec-
tivity distribution, seriously reduce their attack survivability. This
could be exploited by those seeking to damage these systems. M
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Probing the structure of material layers just a few nanometres
thick requires analytical techniques with high depth sensitivity.
X-ray photoelectron spectroscopy1 (XPS) provides one such
method, but obtaining vertically resolved structural information
from the raw data is not straightforward. There are several XPS
depth-profiling methods, including ion etching2, angle-resolved
XPS (ref. 2) and Tougaard’s approach3, but all suffer various
limitations2–5. Here we report a simple, non-destructive XPS
depth-profiling method that yields accurate depth information
with nanometre resolution. We demonstrate the technique using
self-assembled multilayers on gold surfaces; the former contain
‘marker’ monolayers that have been inserted at predetermined
depths. A controllable potential gradient is established vertically
through the sample by charging the surface of the dielectric
overlayer with an electron flood gun. The local potential is
probed by measuring XPS line shifts, which correlate directly
with the vertical position of atoms. We term the method ‘con-
trolled surface charging’, and expect it to be generally applicable to
a large variety of mesoscopic heterostructures.

Charging is commonly considered an experimental obstacle to
accurate determination of binding energies in XPS measurements of
poorly conducting surfaces6. To compensate the extra positive
charge (a natural consequence of photoelectron emission) and to
stabilize the energy scale on a reasonably correct value, an electron
flood gun is routinely used, creating a generally uniform potential
across the studied volume. This, however, is often impossible with
systems comprising components that differ in electrical conductiv-
ity7–9. In such cases, chemical information may be smeared due to
XPS line shifts that follow local potential variations. On the other
hand, this very effect can be used to gain structural information10–12.
We have shown recently that surface charging can be used to analyse
self-assembled monolayers on heterogeneous substrates, providing
lateral resolution on a scale given by the substrate structural
variations—that is, much smaller than the probe size13. Here we
show that controlled surface charging (CSC) can be applied to
obtain nanometre-scale depth resolution in laterally homogeneous
structures.

Well-defined correlation between the local potential and the
vertical (depth) axis can be achieved in some systems; for example,
those consisting of an insulating overlayer on a metallic (grounded)
substrate, where the overlayer is laterally uniform. We use such a
system in the work reported here. In the present application the

flood electron gun is not used for charge neutralization, but rather is
operated at a considerably higher flux of electrons; this creates a
dynamic balance between charge generation and discharge rates,
which is controlled by variation of the flood-gun parameters (that
is, electron flux and kinetic energy). Evidently, the extra negative
charge is accumulated on the film surface, and a dynamic steady
state is reached where the charge leakage to the grounded substrate
is balanced by the net incoming flux. With the systems studied here,
essentially no space charge is developed within the dielectric film.
The resultant vertical field is therefore constant, such that the local
potential, correlated directly with XPS line shifts, varies linearly
with the depth scale (z), unfolding the spectrum with respect to the
vertical scale. The steady-state situation, with a surface charge
density j and an overlayer dielectric constant e, is thus modelled
by a parallel-plate capacitor, where the local potential f between the
plates is given by equation (1) (j is determined by the overlayer
resistivity and the flood-gun operating conditions).

fðzÞ ¼ 4pjz=e ð1Þ

The studied substrates comprised a 100-nm {111} textured gold
layer, evaporated on a highly polished doped Si(111) wafer14.
Metal–organic coordinated multilayers were constructed layer-by-
layer on the gold surface as previously described14. The base layer
was a disulphide-bishydroxamate molecule (compound 1 in
Fig. 1d)15. Two different bifunctional ligand repeat units were
used, a tetrahydroxamate (2, Fig. 1d)14 and a diphosphonate (3,
Fig. 1d)16–18, connected by three different tetravalent metal ions:
Zr4+, Ce4+ or Hf 4+.

XPS measurements were performed on a Kratos Analytical
AXIS-HS Instrument, using a monochromatized Al (Ka) source
(hn = 1,486.6 eV) at a relatively low power13. The flood gun was used
under varying conditions, of which four are presented here (see
Fig. 2 legend). Accurate determination of line shifts was achieved by
graphically shifting lines until a statistically optimal match was
obtained. This procedure, correlating the full line shape (100–200
data points), allowed excellent accuracy (,0.03 eV) in the determi-
nation of energy shifts, much beyond the experimental energy
resolution (that is, source and bare line widths). In cases where
the external charging induced line-shape changes, larger uncertain-
ties were considered. The shifts were translated to potential differ-
ences relative to the gold by subtracting the corresponding gold line
shifts. Special effort was made to determine time periods character-
istic of the stabilization of local potentials, which were generally
longer for the lower flood-gun flux. This was of particular impor-
tance in view of beam-induced damage5, which was observed after
an hour or more and found to slightly distort the CSC behaviour.
The latter will be discussed elsewhere.

For a general demonstration of CSC, two sets of multilayers with
varying thicknesses (2 to 10 layers) were constructed (Fig. 1a), using
the tetrahydroxamate ligand 2. Each set was assembled with a
different binding ion, that is, Zr(IV) or Ce(IV), respectively. The
spectral response to the flood-gun flux is shown in Fig. 2a. The
various surface elements manifest energy shifts and line-shape
changes, both associated with the development of vertical potential
gradients: the Au 4f line shifts by a very small amount, attributed to
the finite (sample-dependent) conductivity of the silicon substrate.
All other overlayer elements exhibit much larger shifts, with
differences correlated with their spatial (depth) distribution. The
energy shifts and line shapes of elements not shown in Fig. 2 (N, O)
are fully consistent with the model.

In these two sets of samples, all the overlayer elements (except
sulphur) are distributed along the vertical scale. This complicates
the derivation of local potentials in general, and specifically the
overall potential difference, V0, developed across the entire over-
layer. (V0 here is relative to the ‘gun-off ’ situation.) Yet an approxi-
mate analysis can be performed by curve-fitting the metal ion lines
to sets of discrete signals, corresponding to ion interlayers at
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