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general Pol II transcription factors7,20,25,26. All protein fractions were dialysed
against buffer B (25 mM Tris-HCl, pH 7.9, 50 mM KCl, 0.5 mM dithiothreitol,
0.1 mM EDTA and 20% glycerol (v/v)). 25-ml reactions contained either 25 ng
17M/5pAL7 and pG1 (ref. 5) or 100 ng pTEF(D-138) or pTEF(D-138TATA)15,
with aliquots of TFTC, TFIIDb and recombinant TBP5. Where indicated,
200 ng purified anti-TBP monoclonal antibody 1C2 was also included in the
reactions before the other factors were added. GAL-VP16-activated transcrip-
tion was performed as described5. After the preincubation steps (30 min),
transcription was initiated by addition of nucleoside triphosphates to 0.5 mM
and MgCl2 to 5 mM. Transcriptions were incubated at 25 8C for 45 min.
Correctly initiated transcripts from the different promoters were analysed by
quantitative S1 nuclease analysis15,27.
DNase I footprinting. DNase I footprinting was performed as described18,19.
The labelled AdMLP-containing probes were amplified by polymerase chain
reaction on either the 17M5/pAL7 (ref. 28) (Fig. 3a) or the pM677 (ref. 29)
(Fig. 3b) templates. For the footprinting experiments, ten times more TBP,
TFIIDb, and TFTC was used than in the transcription reactions.
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Structureof the ab
tubulindimerby
electroncrystallography
Eva Nogales, Sharon G. Wolf & Kenneth H. Downing

Nature 391, 199–203 (1998)
..................................................................................................................................
In this Letter, the numbers for the secondary structure elements
involved in Taxol binding are incorrect (page 202, second-to-last
paragraph of main text). The sentences giving the correct numbers
are, ‘‘In our model, the C-39 is near the top of helix H1 (that is,
between b:15–25), and the C2 group near H6 and the H6–H7 loop
(that is, between b:212–222). The main interaction of the taxane
ring is at L275, at the beginning of the B7–H9 loop.’’ M

Spatial and temporal
organizationduring
cardiacfibrillation
Richard A. Gray, Arkady M. Pertsov & José Jalife

Nature 392, 75–78 (1998)
..................................................................................................................................
The x-axis of Fig. 1d was mislabelled: the frequency values should
instead read 0, 10, 20, 30, 40 Hz. M
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The ab tubulin heterodimer is the structural subunit of micro-
tubules, which are cytoskeletal elements that are essential for
intracellular transport and cell division in all eukaryotes. Each
tubulin monomer binds a guanine nucleotide, which is non-
exchangeable when it is bound in the a subunit, or N site, and
exchangeable when bound in the b subunit, or E site. The a- and
b-tubulins share 40% amino-acid sequence identity, both exist in
several isotype forms, and both undergo a variety of post-
translational modifications1. Limited sequence homology has
been found with the proteins FtsZ2 and Misato3, which are
involved in cell division in bacteria and Drosophila, respectively.
Here we present an atomic model of the ab tubulin dimer fitted to
a 3.7-Å density map obtained by electron crystallography of zinc-
induced tubulin sheets. The structures of a- and b-tubulin are
basically identical: each monomer is formed by a core of two b-
sheets surrounded by a-helices. The monomer structure is very
compact, but can be divided into three functional domains: the
amino-terminal domain containing the nucleotide-binding
region, an intermediate domain containing the Taxol-binding
site, and the carboxy-terminal domain, which probably constitu-
tes the binding surface for motor proteins.

In the presence of zinc ions, purified tubulin assembles into two-
dimensional sheets that are ideal samples for electron crystallogra-
phy studies4. In these sheets, protofilaments appear to be similar to
those in microtubules, but associated in an antiparallel fashion. The
zinc-induced tubulin sheets used here are cold-labile and require
GTP for assembly. Addition of taxol stabilizes the sheets against low-
temperature depolymerization and ageing4, an effect similar to that
on microtubules. Taxol binds to a single site on the dimer in the
sheets, near lateral contacts between protofilaments5.

We have previously described three-dimensional density maps of
tubulin at 6.5 and 4 Å (refs 5, 6). The present model has been built
into a 3.7-Å map derived from a data set that includes 93 electron-
diffraction patterns (providing structure factor amplitudes) and
159 images (providing experimental phases). Table 1 and Fig. 1
summarize the data. The high quality of the phases produced a clean
map, with well defined connectivity, which is readily interpretable
in terms of secondary-structure elements. The present model of
tubulin has been built in the raw density map without refinement
and includes all but the last 10 and 18 C-terminal residues of a- and
b-tubulin, respectively. Figure 2 shows the density map and the
model in several regions of the dimer.

The density maps for a- and b-tubulin are almost superimpos-
able. Differences are limited to the length and conformation of some
loops, very slight displacements (,1 Å) of some of the secondary-
structure elements, and differences in side-chain densities. Owing to
the similarity between monomers, our description and comments
on the model apply to both a- and b-tubulin unless indicated
otherwise. Residue numbers correspond to the aligned sequences
of a- and b-tubulin as shown in Fig. 3, and include gaps in the
sequence of b-tubulin.

Figure 4 shows the ribbon diagram of the tubulin dimer model
(see later for ‘dimer’ definition). The core of the structure contains

two b-sheets of 6 and 4 strands, flanked by 12 a-helices. Although
there is no clear division of the density into domains in the map, it
makes sense functionally to divide the structure of each monomer
into three sequential domains.

The N-terminal domain includes residues 1–205 and forms a
Rossmann fold, which is typical of nucleotide-binding proteins, in
which parallel b-strands alternate with a-helices. Helices H1 and
H2 are on one side of the sheet, whereas helices H3, H4 and H5 are
on the other. Strands B2 and B3 are poorly defined in the unrefined
density map. The residues in the loops connecting H1 and B2, and
H2 and B3, are included for completeness, but were built in very
weak density. These segments are long predicted loops on the
putative inside surface of the microtubule, and correspond to a
region of the sequence that can accommodate insertions and
deletions7.

Strand B6 leads to the intermediate domain, residues 206–381,
containing a mixed b-sheet and five surrounding helices. The
domain starts with helices H6 and H7, followed by a long loop
and helix H8 at the longitudinal interface between monomers. B7 is
a long b-strand that interacts with the b-sheet in the N-terminal
domain. The loop connecting B7 and H9 is more ordered in a-tubulin,
where it is involved in strong lateral contacts. Following a long loop
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Table 1 Electron crystallographic data
.............................................................................................................................................................................

Two-dimensional crystals
Two-sided plane roup P121

Unit cell a ¼ 80, b ¼ 92 Å
Sampling thickness c ¼ 90 Å
Sample thickness 62 Å

Experimental data set
Resolution cut-off 3.7 Å
Number of structure factors 12,000

Electron diffraction
Number of patterns by tilt angle 18 (08), 57 (458),19 (558)
Rsym 19%
Rmerge 25%

Image/phase data
Number of images by tilt angle 12 (08), 51 (458), 86 (608)
Phase residual by resolution zones 368 (5–4 Å), 468 (4–3.7 Å)

.............................................................................................................................................................................
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Figure 1 Experimental phase and intensity data and fitted curves for two

representative reciprocal lattice lines. Error bars for the intensities are Friedel-pair

differences. The resolution of each lattice line at the equator (z¬ ¼ 0) and its

furthest point are indicated.* Present address: Electron Microscopy Unit, Weizmann Institute of Science, Rehovot 76100, Israel.
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come B8 and H10, which unravels at its C terminus in a-tubulin,
followed by a very well defined short loop into B9. Finally, the loop
between B9 and B10 includes an 8-residue insertion in the a-
subunit which occludes the site that in b is occupied by taxol. The
present model is compatible with the observation that C241 and
C356 in the b-subunit can be crosslinked8 (,8 Å apart in the model;
Fig. 4b).

The C-terminal domain is formed by helices H11 and H12. These
helices overlay the previous domains, sitting on the surface of the
molecule that we have identified as the outside surface in the
microtubule9 (Fig. 4, legend). They are probably involved in the
binding of MAPs and motor proteins. The loop connecting H11 and
H12 is important for the interaction with the next monomer along
the protofilament.

The last C-terminal residues of each monomer, missing from the
model, correspond to the hypervariable part of the sequence where
most of the differences between isotypes and across species occur. As
the tubulin preparation we used included several a and b isotypes
that are found in bovine brain, the inhomogeneity of the sample
could contribute to the poor visibility in this part of the map.
However, we do not see any significant difference in projection
maps among abIII, abII, and undifferentiated tubulin (our unpub-
lished results). This tubulin segment is highly acidic in both
monomers and likely to be disordered, irrespective of the isotype
composition.

The nucleotide in tubulin is positioned at the base of the
Rossmann fold. The B1–H1, B2–H2 and B3–H3 loops, and the
glycine-rich B4–H4 loop, appear to contact the phosphates. The
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Figure 2 Sections of the experimental density map

with the fitted model for different regions in the a- and

b-tubulin molecules. a, b, Sections from b-tubulin;

c, d, sections from a-tubulin. The map was calcu-

lated with a 3.7-Å cutoff. In the direction perpendi-

cular to the crystals, the resolution is less than 3.7 Å,

owing to the limit of 608 in tilt angle, but still sufficient

that individual b-strands can be distinguished. The

initial assignment of the sequence to the backbone

trace was based mostly on the positions of aromatic

side chains and on the connectivity of the density.

Comparing corresponding densities in the a- and b-

subunits, and relating the differences and similarities

to those in their amino-acid sequences, were

extremely helpful in tracing the chain. The sequence

used for the model, in the absence of that from

bovine brain tubulin, corresponds to porcine brain

tubulin28. The numbering of residues is based on the

alignment of the a- and b-tubulin sequences and so

includes gaps in the sequence of b-tubulin (Fig. 3).

                10        20        30        40        50        60        70        80        90        100 
       MRECISIHVGQAGVQIGNACWELYCLEHGIQPDGQMPSDKTIGGGDDSFNTFFSETGAGKHVPRAVFVDLEPTVIDEVRTGTYRQLFHPEQLITGKEDAA
       MREIVHIQAGQCGNQIGAKFWEVISDEHGIDPTGSYVGDSDLQL..ERINVYYNEAAGNKYVPRAILVDLEPGTMDSVRSGPFGQIFRPDNFVFGQSGAG

                110       120       130       140       150       160       170       180       190       200
       NNYARGHYTIGKEIIDLVLDRIRKLADQCTGLQGFSVFHSFGGGTGSGFTSLLMERLSVDYGKKSKLEFSIYPAPQVSTAVVEPYNSILTTHTTLEHSDC
       NNWAKGHYTEGAELVDSVLDVVRKESESCDCLQGFQLTHSLGGGTGSGMGTLLISKIREEYPDRIMNTFSVVPSPKVSDTVVEPYNATLSVHQLVENTDE

                210       220       230       240       250       260       270       280       290       300
       AFMVDNEAIYDICRRNLDIERPTYTNLNRLIGQIVSSITASLRFDGALNVDLTEFQTNLVPYPRAHFPLATYAPVISAEKAYHEQLSVAEITNACFEPAN
       TYCIDNEALYDICFRTLKLTTPTYGDLNHLVSATMSGVTTCLRFPGQLNADLRKLAVNMVPFPRGHFFMPGFAPLTSRGSQQYRALTVPELTQQMFDAKN

                310       320       330       340       350       360       370       380       390       400   
       QMVKCDPRHGKYMACCLLYRGDVVPKDVNAAIATIKTKRSIQFVDWCPTGFKVGINYEPPTVVPGGDLAKVQRAVCMLSNTTAIAEAWARLDHKFDLMYA
       MMAACDPRHGRYLTVAAVFRGRMSMKEVDEQMLNVQNKNSSYFVEWIPNNVKTAVCDIPP........RGLKMSATFIGNSTAIQELFKRISEQFTAMFR

                410       420       430       440       450
       KRAFVHWYVGEGMEEGEFSEAREDMAALEKDYEEVGVDSV.E.GEGEEEGEEY..
       RKAFLHWYTGEGMDEMEFTEAESNMNDLVSEYQQYQDATADEQGEFEEEGEEDEA

B1 H1 B2 H2 B3

H3 B4 H4 B5 H5

B6 H6 H7 H8 B7 H9

B8    H10 B9 B10 H11

H12

N-terminal domain

Intermediate domain

C-terminal domain

β−ΤΒ
α−ΤΒ

β−ΤΒ
α−ΤΒ

β−ΤΒ
α−ΤΒ

β−ΤΒ
α−ΤΒ

β−ΤΒ
α−ΤΒ

Figure 3 Sequences of pig brain a- and

b-tubulin28 used in the model (in the

absence of tubulin sequences from

cow we have used its closest known

relative). Secondary structure elements

are indicated and labelled as for Fig. 4.

The tubulin preparations used in our

experiments contained a mixture of iso-

types. Most of the differences between

isotypes are located at the extreme C

terminus, which is not visible in our den-

sity. In most of the other positions of

isotype differences, we arbitrarily chose

the residue most similar to the other

monomer.
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B5–H5 loop is near the ribose, and N206 in H6, and Y224 and N228
in H7 interact with the nucleotide base. The position of the
nucleotide agrees with models, based on comparison with other
nucleotide-containing proteins, that position the phosphates near
the glycine-rich loop. It is consistent with photocrosslinking experi-
ments that locate C12 in b-tubulin near the guanine base10, the
peptide b157–176 near the ribose11, and b65–79 by the g-
phosphate12. The position is also consistent with mutations in the
region b105–111 affecting the hydrolysis of GTP13. Finally, C12 and

either C203 or C213 can be crosslinked in b-tubulin, but only in the
absence of the nucleotide14. In our model, the nucleotide is between
those residues, but the distances between the cysteines are larger
than 9 Å. However, the position of H6, containing C213, could
easily be affected by the absence of nucleotide, bringing that cysteine
closer to C12.

The nucleotide in one monomer interacts with the next monomer at
the longitudinal interface. The interfaces between consecutive
monomers in our density map are too similar to allow us to
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Figure 4 Ribbon diagram of the tubulin dimer showing a-tubulin with bound GTP

(top), and b-tubulin containing GDP and taxotere (bottom). Labels for strands (in

the a-subunit) and helices (in the b-subunit) are included. The arrow indicates the

direction of the protofilament and microtubule axis. a, Stereo front view from the

putative outside of the microtubule; b, back view from the putative inside of the

microtubule; c, side view. Figures produced with AVS (Advanced Visual; ribbon

module from M. Carson and A. Shah). The in–out orientation was determined by

reference to reconstructions of intact microtubules9. Such reconstructions show

prominent longitudinal ridge on the outside, which in our model would be formed

by H11, H12 and the loop between H10 and B9, and shallow inside grooves giving

the protofilament a bumpyappearance, corresponding in our model to H1, B3 and

the long loops in the N-terminal domain. This represents the most likely arrange-

ment of the dimer, because it buries the nucleotide that is at the non-exchange-

able site in a (see text). For the nucleotide in b to be exchangeable at the plus end

of a microtubule, the bottom of the figure would correspond to the plus end. We

previously presumed the opposite orientation, based on a comparison of the zinc

sheets in negatively stained, stain–glucose, and tannin–glucose embedding, with

projection maps of open microtubules of known polarity in negative stain9. Some

ambiguity in that determination may be introduced by uncertainty about the exact

rotational alignment of the protofilament in the sheets with respect to those in

open microtubules and by stain artefacts. The polarity with the plus end down

would be consistent with experiments that located the b-subunit at the plus end of

the microtubule29 and the a-subunit at the minus end30. Circles in b indicate the

positions of b Cys241 and b Cys356, separated by about 8 Å.
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distinguish unequivocally between inter- and intradimer contacts
(the interface near the N site is only slightly tighter than that by the E
site). On the basis of the difference of exchangeability of nucleotide
in the a and b monomers, we identified the intradimer interface as
that in which the N site in the a-subunit is buried. The GTP at the E
site in the b-subunit is partially exposed in the dimer but would be
buried in the microtubule, where it becomes non-exchangeable. The
assignment of the dimer shown in Fig. 4 thus provides the simplest
explanation for nucleotide exchangeability in tubulin. Further
support comes from data on the binding of colchicine. The main
binding site of this drug is in the b-subunit, residues C356 and C241
(ref. 15) and region 1–36 (ref. 16) having been identified as part of
the binding site (see the position of these residues in Fig. 4b). In
addition, colchicine binds close to the ab intradimer interface17. On
the other hand, antibodies against b241–256, near the top of the b-
monomer (Fig. 4b), and to a214–226, at the bottom of the a-
monomer, bind to the dimer but are unable to bind to the
microtubule18. An alternative dimer to that shown in Fig. 4 would
more readily explain these results, although the present model
would be compatible if changes in the dimer occurred on binding
to the microtubule.

On the basis of the similar behaviour of our sheets and micro-
tubules, we believe that hydrolysis at the E site occurs upon sheet
polymerization. In agreement with this, we find extra density in a-
tubulin that corresponds to the g-phosphate. The similarity
between the two monomers, in spite of their being in two different
nucleotide-bound states, is not surprising. The current model is that
the GDP-containing dimer buried in the microtubule is kept locked
in a GTP-like conformation by the microtubule lattice, and that
only upon depolymerization does the GDP dimer ‘spring’ into a
different conformation19. Comparison by electron microscopy of
microtubules formed in the presence of GTP or of non-hydrolysable
GTP analogues have shown only a change of 1.5 Å in the axial repeat
(less than 2% of the subunit length)20,21.

The favoured polymers for tubulin-GDP are rings formed by
curved protofilaments22. The conformation of tubulin-GDP is thus
referred to as ‘curved’, as opposed to the ‘straight’ conformation of
tubulin-GTP (or tubulin-GDP held locked in the microtubule
lattice)23. In two simplified models, the curved conformation
could either be one in which longitudinal contacts between
dimers are at an angle (consistent with the dimer definition in
Fig. 4), or one in which the dimer is bent at the monomer–
monomer interface (alternative dimer definition). A more general
model would involve extensive allosteric effects following hydro-
lysis, which could affect points distant from the nucleotide-binding
pocket.

Our study was done on tubulin sheets that were stabilized by
taxol. The model in Fig. 4 includes a molecule of taxotere, a Taxol
analogue whose structure has been solved by X-ray crystallography24

(in taxotere, the C-10 acetyl and the C-39 benzamide groups of Taxol
have been replaced respectively by a hydroxyl and a N-t-BOC
group). In our map, there is clear density for the taxane ring, the
most dense and least flexible part of Taxol. Some density is also clear
for one of the side chains. The position in the model is based on the
best visual fit to the observed density. This position is in good
agreement with photocrosslinking results placing the C-39 group
near the sequence b: 1–31 (ref. 25), and the C2 group near the
sequence b: 217–231 (ref. 26). In our model, the group at C-39 is
near the top of helix H1 (that is, between b: 15–25), and the C2
group near H5 and the H5–H6 loop (that is, between b: 212–222).
The main interaction of the taxane ring with tubulin is at L275, at
the beginning of the B8–H9 loop.

Our model of tubulin shows a compact molecular structure with
three functional domains: namely, GTP-binding, drug-binding and
motor/MAP-binding domains. The interaction between domains is
very tight, so the effects that nucleotides, drugs and other proteins
in the cell have on tubulin are firmly linked. The assembly of tubulin

and its regulation through dynamic instability results from the fine
tuning of the three components. Knowledge of the structure of
tubulin should be invaluable for understanding the microtubule
system in the cell.

The structure of the bacterial FtsZ protein is reported in this
issue27. Comparison of the tubulin and FtsZ models indicates that
they have a common structural core of identical fold, which includes
10 b-strands surrounded by 10 a-helices: more detail will be
revealed by careful comparison of there two structures. M
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Methods

Crystalline tubulin sheets were polymerized in the presence of zinc from bovine
brain tubulin (Cytoskeleton Inc.) and stabilized with taxol as described4.
Samples were prepared by tannin–glucose embedding and examined at
liquid-nitrogen temperature in a JEOL 4000 electron microscope at 400 kV
following previously described procedures4,5. Images were taken using spot-
scan imaging and dynamic focus correction. Images and electron diffraction
patterns were processed and merged as described4,9.
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dimensional map at 4 Å. J. Struct. Biol. 118, 119–127 (1997).

7. Burns, R. G. & Surridge, C. D. in Microtubules (eds Hyams, J. S. & Lloyd, C. W.) 3–32 (Wiley, New
York, 1993).

8. Little, M. & Ludueña, R. F. Structural differences between brain b1- and b2-tubulins: implications for
microtubule assembly and colchicine binding. EMBO J. 4, 51–56 (1985).

9. Wolf, S. G., Nogales, E., Kikkawa, M., Gratzinger, D., Hirokawa, N. & Downing, K. H. Interpreting a
medium-resolution model of tubulin: comparison of zinc-sheet and microtubule structure. J. Mol.
Biol. 263, 485–501 (1996).

10. Shivanna, B. D., Mejillano, M. R., Williams, T. D. & Himes, R. H. Exchangeable GTP binding site of b-
tubulin—identification of cysteine 12 as the major site of cross-linking by direct photoaffinity
labeling. J. Biol. Chem. 268, 127–132 (1993).

11. Hesse, J., Thierauf, M. & Ponstingl, H. Tubulin sequence region b155–174 is involved in binding
exchangeable guanosine triphosphate. J. Biol. Chem. 262, 15472–15475 (1987).

12. Linse, K. & Mandelkow, E.-M. The GTP-binding peptide of b-tubulin. Localization by direct
photoaffinity labeling and comparison with nucleotide-binding proteins. J. Biol. Chem. 263,
15205–15210 (1988).

13. Davis, A., Sage, C. R., Dougherty, C. A. & Farrell, K. W. Microtubule dynamics modulated by
guanosine triphosphate hydrolysis activity of b-tubulin. Science 264, 839–842 (1994).

14. Little, M. & Ludueña, R. F. Location of two cysteines in brain b1-tubulin that can be cross-linked after
removal of exchangeable GTP. Biochim. Biophys. Acta 912, 28–33 (1987).

15. Bai, R. et al. Identification of cysteine 354 of b-tubulin as part of the binding site for the A ring of
colchicine. J. Biol. Chem. 271, 12639–12645 (1996).

16. Uppuluri, S., Knipling, L., Sackett, D. L. & Wolff, J. Localization of the colchicine-binding site of
tubulin. Proc. Natl Acad. Sci. USA 90, 11598–11602 (1993).

17. Shearwin, K. E. & Timasheff, S. N. Effect of colchicine analogs on the dissociation of ab tubulin into
subunits: the locus of colchicine binding. Biochemistry 33, 894–901 (1994).

18. Andreu, J. M. Site-directed antibodies to tubulin. Cell Motil. Cytoskel. 26, 1–6 (1993).
19. Caplow, M., Ruhlen, R. L. & Shanks, J. The free energy of hydrolysis of a microtubule-bound

nucleoside triphosphate is near zero: all of the free energy for hydrolysis is stored in the microtubule
lattice. J. Cell Biol. 127, 779–788 (1994).

20. Vale, R. D., Coppin, C. M., Malik, F., Kull, F. J. & Milligan, R. A. Tubulin GTP hydrolysis influences the
structure, mechanical properties, and kinesin-driven transport of microtubules. J. Biol. Chem. 269,
23769–23775 (1994).

21. Hyman, A. A., Chrétien, D., Arnal, I. & Wade, R. H. Structural changes accompanying GTP hydrolysis
of microtubules: information from a slowly hydrolyzable analog guanylyl-(a,b)-methylene-
diphosphonate. J. Cell Biol. 128, 117–125 (1995).

22. Dı́az, J. F., Pantos, E., Bordas, J. & Andreu, J. M. Solution structure of GDP-tubulin double rings to
3 nm resolution and comparison with microtubules. J. Mol. Biol. 238, 214–225 (1994).

23. Mandelkow, E. & Mandelkow, E.-M. Microtubules and microtubule-associated proteins. Curr. Opin.
Cell Biol. 7, 72–81 (1995).

24. Gueritte-Voegelein, F. et al. Structure of a synthetic taxol precursor: N-tert-butoxycarbonyl-10-
deacetyl-N-debenzoyltaxol. Acta Crystallogr. C 46, 781–784 (1990).

25. Rao, S., Krauss, N. E., Heerding, J. M., Orr, G. A. & Horwitz, S. B. 39-( p-Azidobenzamido)taxol
photolabels the N-terminal 31 amino acids of b-tubulin. J. Biol. Chem. 269, 3132–3134 (1994).

26. Rao, S., Orr, G. A., Chaudhary, A. G., Kingston, D. G. I. & Horwitz, S. B. Characterization of the taxol
binding site on the microtubule. J. Biol. Chem. 270, 20235–20238 (1995).
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Bacterial cell division ends with septation, the constriction of the
cell wall and cell membranes that leads to the formation of two
daughter cells1,2. During septation, FtsZ, a protein of relative
molecular mass 40,000 which is ubiquitous in eubacteria and is
also found in archaea and chloroplasts3, localizes early at the
division site to form a ring-shaped septum. This septum is
required for the mechanochemical process of membrane
constriction4. FtsZ is a GTPase5,6 with weak sequence homology
to tubulins7. The nature of FtsZ polymers in vivo is unknown, but
FtsZ can form tubules, sheets and minirings in vitro8,9. Here we
report the crystal structure at 2.8 Å resolution of recombinant
FtsZ from the hyperthermophilic methanogen Methanococcus
jannaschii. FtsZ has two domains, one of which is a GTPase
domain with a fold related to one found in the proteins p21ras

and elongation factor EF-Tu. The carboxy-terminal domain,
whose function is unknown, is a four-stranded b-sheet tilted by
908 against the b-sheet of the GTPase domain. The two domains
are arranged around a central helix. GDP binding is different from
that typically found in GTPases and involves four phosphate-
binding loops and a sugar-binding loop in the first domain, with
guanine being recognized by residues in the central connecting
helix. The three-dimensional structure of FtsZ is similar to the
structure of a- and b-tubulin10.

Two FtsZ genes (named after filamenting temperature-sensitive
mutant Z) from the archaeon M. jannaschii have been characterized
by the genome project11. One gene, MJ0370, was amplified by
genomic polymerase chain reaction (PCR) and expressed in
E. coli/C41, a mutant of BL21 capable of expressing toxic genes12.
Proteolysis during cell disruption was minimized by using heat-
shock treatment. Cubic crystals were obtained and the structure was
solved by multiple isomorphous replacement and density modifica-
tion (see Methods and Table 1). The model (Fig. 1) contains
residues 23–356, 116 water molecules, and one molecule of GDP;
weak density for residues 1–22 was visible as an extension from
helix H0.

FtsZ consists of two domains with a long, 23-residue, helix H5
(Figs 1a, 2) connecting them. The N-terminal portion of the
molecule, containing residues 38–227, has GDP obtained from
the expression host bound to it and will be called the GTPase
domain. It consists of a six-stranded parallel b-sheet surrounded by
two and three helices on both sides. The overall fold of the GTPase
domain of FtsZ is related to typical GTPases and can be super-
imposed on the p21ras–GDP complex (Protein Data Bank (PDB)
entry 1Q21; ref. 13) using 52 Ca atoms (S1, H1, S2, H2, S4, H3 and
S5) to give a root-mean-squared (r.m.s.) deviation of 1.88 Å. The
topology of the b-sheet in FtsZ is 321456, which is slightly different
from the topology in p21ras (ref. 13), where it is 231456, but,

together with the arrangement of five helices (H1, HL1, H2, H3
and H4), is consistent with typical Rossmann-fold topology14. Helix
H2A is unique to FtsZ. Numbering of secondary structure elements
(Fig. 2) follows the corresponding elements of p21ras proteins.

The C-terminal domain, spanning residues 228–356, consists of a
mainly parallel four-stranded central b-sheet supported by two
helices on one side. The topology of the sheet is 1423, with strand 4
antiparallel to the others. The uncovered side of the sheet makes
contacts with helix H5 and is otherwise open to the solvent. The
fold of the C-terminal domain is related to chorismate mutase of
Bacillus subtilis and can be superimposed on PDB entry 1COM15

with an r.m.s. deviation of 1.83 Å over 52 Ca atoms (SC1, HC2, SC2,
HC3, SC3 and SC4). Additionally, sequence comparisons give
similarities to calmodulins in three loop regions (Swissprot CALM-
TRYCR; loops between H5/HC1, SC1/HC2, and SC2/HC3) and to
adenylyl cyclase (CYA1_HUMAN; residues 620–740), making a role
in calcium binding feasible. The electrostatic potential on the

Figure 1 Ribbon drawings of FtsZ (residues 23–356) from M. jannaschii. a, View

showing the GTPase domain in blue/green, the C-terminal domain in red/orange,

and the connecting helix H5 in yellow. GDP is represented by a space-filling

model. b, View of FtsZ rotated by ,908 from that in a. GDP is represented by a ball-

and-stick model. Figures were prepared with POVSCRIPT (D. Peisach, personal

communication)28.
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bootstrap replicates. ML analyses of these two trees showed that they are not
significantly different.
Effects of long-branch taxa. To identify taxa with long apparent branch
lengths, we performed a four-taxon NJ analysis (using gamma-corrected
Kimura distances) using Tripedalia (a diploblast), Antedon (a deuterostome)
and Glycera (a protostome) with each nematode taxon in turn. We recorded the
inferred distance from the protostome–nematode node to the nematode taxon.
MP distances were derived from the phylogeny presented in Fig. 1. These long-
branch-length taxa often have extreme base-composition biases, but not all
taxa with extreme base compositions have long branch lengths (for example,
Brugia has an AT content of 79% but one of the shorter inferred branch
lengths). NJ and MP analyses were re-performed with successive trimming of
the long-branch taxa (distance .0.19 from root in four-taxon NJ analysis)
from the dataset. As would be expected29, exclusion of these taxa had effects on
the bootstrap support for some clades. In particular, re-analysis excluding one
or all of Panagrellus, Panagrolaimus, and Strongyloides yielded stronger boot-
strap support for the cephalobid–steinernematid clade IV (,50% to 68%), and
analyses excluding the long-branch rhabditid taxa Bunonema, Teratorhabditis
and Pellioditis gave increased support for the Diplogasterida–Rhabditina clade
V (51% to 93%). Figure 2a shows a consensus of these analyses: branchpoints
that were supported by .60% in bootstrap long-branch taxa resampling of NJ
or MP trees from the trimmed datasets were accepted. When there was no
support for a resolved branching order, we collapsed nodes to form polytomies.
Major clades supported by all analytical methods are shown and are numbered
I–V. The association of Secernentea (clades II, IVand V) with the Plectidae has
not been unequivocally resolved and is shown as a polytomy. We could not
place the long-branch-length taxa in our trees with any certainty. We assessed
statistical support for the placement of the vertebrate-parasitic taxa into four
clades by calculating ML values for six-taxon subsets from the data. Each of the
placements was strongly supported.
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Cardiac fibrillation (spontaneous, asynchronous contractions of
cardiac muscle fibres) is the leading cause of death in the
industrialized world1, yet it is not clear how it occurs. It has been
debated whether or not fibrillation is a random phenomenon.
There is some determinism during fibrillation2,3, perhaps result-
ing from rotating waves of electrical activity4–6. Here we present a
new algorithm that markedly reduces the amount of data required
to depict the complex spatiotemporal patterns of fibrillation. We
use a potentiometric dye7 and video imaging8,9 to record the
dynamics of transmembrane potentials at many sites during

θ

0 1 2 3 4
0

50

250

200

Time (s)

0 50 100 150 200

F (t )
250 0 1 2 3 4

Frequency (Hz)

a b

c d

150

100

0

50

250

200

150

100

40

30

20

10

0

Se
pa

ra
tri

x

P
o
w

er

F
(t
+t

)

Figure 1 Temporal organization. a, Phase portrait of an excitable element

incorporating two state variables30. A stable fixed point occurs at the intersection

of the nullclines (dotted lines)30. b, Fluorescence signal (F) from a site on the

surface of a rabbit heart during fibrillation. c, Phase portrait reveals trajectories

circling around a centre (Fmean, Fmean), shown as a circle. d, The fluorescence

signal exhibited a periodic component centred near 8Hz, as observed in the

corresponding power spectra. The frequency band 8 6 3Hz was different from

equivalent white noise; P , 0:00001 for each heart (all sites combined).
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fibrillation. Transmembrane signals at each site exhibit a strong
periodic component centred near 8 Hz. This periodicity is seen as
an attractor in two-dimensional-phase space and each site can be
represented by its phase around the attractor. Spatial phase maps
at each instant reveal the ‘sources’ of fibrillation in the form of
topological defects, or phase singularities10, at a few sites. Using
our method of identifying phase singularities, we can elucidate
the mechanisms for the formation and termination of these
singularities, and represent an episode of fibrillation by locating
singularities. Our results indicate an unprecedented amount of
temporal and spatial organization during cardiac fibrillation.

It is still uncertain whether rotors underlie cardiac fibrillation.
Self-organized rotors giving rise to spiral waves have been observed
in various excitable media11–13 including cardiac muscle8. Although
stationary spiral waves occur in isolated thin pieces of cardiac tissue,
in the whole heart, as in many excitable media, they tend to move
throughout the heart. If these spiral waves move rapidly (at .30%
of the wave speed), they give rise to fibrillatory activity4. The
mechanisms of cardiac fibrillation vary4,15, however, and fibrillation
is usually the result of multiple three-dimensional electrical waves,
sometimes described as meandering wavelets, propagating through-
out the heart16,17. Cardiac fibrillation has been described in terms of

Figure 2 Snapshots of phase from the heart surface of

the rabbit and sheep during sustained fibrillation.

a, Rabbit; b, sheep. We classify rotor chirality as ‘+’

for clockwise and ‘–’ for anticlockwise25. At these

instants, three phase singularities (two clockwise and

one anticlockwise) were observed on the rabbit heart

and nine (five clockwise and four anticlockwise) on the

larger sheep heart. Signals (F) demonstrate (c) low

amplitude and (d) remain near the centre of their phase

portraitswhena spatial phase singularitysite is nearby.

Dashed line and red circle indicate the time of the

corresponding snapshot. Vertical white line represents

1 cm.

Figure 3 Initiation of a pair of spatial phase

singularities. Snapshots of phase before (a),

during (b), and after (c) the formation of a pair of

spatial phase singularities during sustained

fibrillation in the sheep heart. d, e, Transmem-

brane signals (F) measured at sites a–e and 1–5

labelled in b. f, A pair of singularities form when

the local phase gradient becomes large (in

other words, the excitation wave, v < 0 (green),

approaches regions not fully recovered, v < 6p

(red)). The excitation wave cannot proceed into

the recovered region, and hence breaks, form-

ing two phase singularities. The two excitation

waves rotate around these newly formed sin-

gularities. Sustained rotation in the form of a pair

of rotors occurs only if this excitation wave

causes type 0, or even, phase resetting at the

site of the initial wave break. Type 0 resetting

(suprathreshold) advances the phase of this

region into a new cycle, generating a new exci-

tation wave (in the opposite direction to the

previous wave; see arrow in c), resulting in the

formation of a pair of self-sustaining rotors. Type

1 resetting (subthreshold) does not create this

new excitation wave, and the phase singularity

pair lasts less than one rotation. Notice the

‘extra’ cycle in the central region of block, sites

3 & c in d and e, indicative of type 0 resetting. g,

Trajectories of ‘+’ and ‘–’ rotors following their

initiation plotted in x, y, t space. Vertical line

between a and b represents 1 cm.
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rotors4–6,14,15, on the basis of the long-held view that the heart is an
example of a generic excitable medium10,18–20. There are many
theories about fibrillation in excitable media, but only recently
have experimental techniques become available to study the com-
plex spatial patterns observed during sustained fibrillation4,6,21–23.
Results from these experiments indicate that rotating waves are
observed during fibrillation; however, they appear infrequently, and
their initiation, termination and interaction have not been char-
acterized.

An excitable element (for example, a cell, a patch of membrane, or
a localized region in a spatially distributed system) can often be
represented in phase space, which the element spends most of its
time at a fixed point. A suprathreshold stimulus pushes the state of
the excitable element past the separatrix and it continues along a
closed-loop trajectory; however, if the stimulus is subthreshold, the
state of the element does not cross the separatrix (Fig. 1). In periodic
dynamics, it is simple and useful to represent the state of an element
by its phase (v) around the loop. The responses of single elements to
external stimuli have been extensively studied by analysing the
induced changes in v (that is, phase resetting). Two fundamentally
different responses to stimuli occur, namely, type 0 or even resetting,
where a suprathreshold response gives rise to a new cycle, and type 1
or odd resetting, which effects a subthreshold response to
stimuli10,24. In spatially extended excitable systems, the stimulation
of individual elements are provided by neighbouring elements
(usually through diffusion).

A rotor is composed of a wave of excitation propagating around a
topological defect, which is known as a phase singularity. A spatial
phase singularity is a site in an excitable medium at which the phase
of the site is arbitrary; the neighbouring elements exhibit a con-
tinuous progression of phase that is equal to 62p around this site.
As shown in Fig. 1, transmembrane signals (F) recorded from the
surface of rabbit and sheep hearts during fibrillation exhibited
attractors in reconstructed two-dimensional phase space, when
F(t) was plotted against Fðt þ t) where t is time and t is the
embedding delay (see Methods). Periodicity of each site was near
8 Hz. Although trajectories for subsequent cycles did not coincide in

phase space, the trajectories circulated around a central region,
allowing us to construct a new variable, the phase along the
attractor, v. The phase variable (v) calculated at each site rotated
clockwise (dv , 0) 89 6 4% of the time, indicating that the trajec-
tories were encircling the centre. The distance of points from the
centre was smaller for dv $ 0 compared with dv , 0 (P , 0:0001),
as would be expected if the phase were ambiguous at the centre10.
This new variable, v, has certain advantages over the fluorescence
signal (F) that simplify the analysis of fibrillation. First, use of v
eliminates the need to pick activation times, which is difficult
during fibrillation, especially in the important regions of slow
propagation and block. Second, we can test directly whether spatial
phase singularities exist and are necessary to maintain fibrillation.

With this new method to represent fibrillation by phase, vðx; y; tÞ,
we could study directly the detailed dynamics of spatial phase
singularities and rotors, including their initiation and termination.
The spatial phase patterns during sustained fibrillation (Fig. 2)
concurred with theoretical predictions (for example, isophase lines
connect phase singularities of opposite chirality or end on a no-flux
boundary)10,25. Spatial phase singularities are easily identified as sites
at which all phase values (−p to p) converge. The continuous spatial
phase changes reflect waves propagating on the heart surface as a
result of processes of excitation, recovery, and diffusion, and
indicate that each site of the heart surface can be represented by
its phase around a two-dimensional attractor. We elucidated the
mechanism of rotor formation and termination by analysing
successive frames of vðx; y; tÞ, (representative examples are shown
in Figs 3 and 4). Movement of existing phase singularities created
Doppler-shifted4,8,26 short cycle lengths, and thus created large local
phase gradients in front of moving singularities. The formation of
phase singularities was necessary, although not sufficient, for
sustained rotation (that is, for rotor formation). In addition to
the formation of phase singularities, a new excitation wave must be
generated27 (that is, type 0 or even resetting must occur)10,24 to form
a rotor. Lifespan histograms for both rabbits and sheep indicate that
the majority (80% for rabbit and 84% for sheep) of phase singula-
rities lasted ,100 ms, which is less than one rotation4,14. Therefore,

Figure 4 Dynamics of phase singularities. a–e, Snapshots of phase illustrating

rotor dynamics on the surface of the rabbit heart during sustained fibrillation. f,

Trajectories of the clockwise andanticlockwise rotors shown ina–eplotted in x, y,

t space. Each rotor is numbered (1–4) and coloured (clockwise, blue; anti-

clockwise, red). The x and y projections in time are shown in black in f (except for

rotors 1 and 2 for clarity). a, Rotors 1 and 2 formed separately before the time

interval shown here (0.75–1.17 s). b, At t ¼ 0:842 s a clockwise rotor (3) enters the

field of view from the left andmoves rapidly toward the right (greyarrow inb and f).

This movement creates a convergence of phase values ahead of rotor 3, and (c) a

pair of phase singularities (4) form (# in c and f) when the excitation wave (v < 0)

reaches the high-phase-gradient region. Both of these newly formed singularities

move; the clockwise one collides with anticlockwise-rotating rotor 3, resulting in

mutual annihilation (asterisk in d), whereas the anticlockwise one survives in the

form of a rotor. Vertical white line represents 1 cm.



Nature © Macmillan Publishers Ltd 1998

8

letters to nature

78 NATURE | VOL 392 | 5 MARCH 1998

only ,20% of phase singularities formed rotors.
Rotor termination occurred when rotors of opposite chirality

merged or when a single rotor collided with a boundary (both of
these occurrences are topologically equivalent for a non-flux
boundary)10. Specifically, rotor pairs were mutually annihilated if
the phase gradient between the rotors, perpendicular to the line
connecting the phase singularities, was sufficiently large to stop
propagation. On the basis of the number of rotors observed in our
recording array, each rotor occupied on average 12 6 4 cm2.
According to rough measurements of heart surface area, we estimate
that the total number of rotors during fibrillation would be
approximately 1–2 for rabbits, 5 for sheep, and 15 for humans
(assuming the rotor density is the same in humans).

These results indicate that analysing the complex spatiotemporal
patterns seen during fibrillation on the surface of the heart can be
greatly simplified by identifying and analysing phase singularities.
This analysis reveals topological restrictions to the dynamics of
fibrillation10: first, phase lines do not intersect; second, phase
singularities are joined via isophase lines to two other singularities
with opposite chirality (or a boundary); and third, phase singula-
rities form and terminate as oppositely rotating pairs (Fig. 4). Under
certain conditions, phase singularities give rise to rotors, which
sustain fibrillation. The direct observation of phase singularities has
led, for the first time, to the quantification of fibrillation in terms of
rotor number and lifespan, and to the elucidation of the mechan-
isms underlying the formation and termination of rotors. M
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Methods

The experimental protocols, video imaging-recording system, and signal
processing have been described previously14,28. We acquired video images
(typically 200 3 100 pixels) from the ventricular surface at a rate of 120
frames s−1 (Dt ¼ 0:00833 s). We applied spatial and temporal filtering to
improve the signal-to-noise ratio28. Two-dimensional phase portraits were
obtained by plotting F(t) versus Fðt þ tÞ (ref. 29), where t þ nDt and n is the
frame number. The value of t was chosen to be roughly one-quarter of the cycle
length during fibrillation (t ¼ 25 ms); this value roughly corresponds to the
first zero crossing of the autocorrelation of F, indicating linear independence. A
new variable phase, v(t), was computed as atanðFðt þ tÞ 2 Fmean; FðtÞ 2 FmeanÞ.
Isolated hearts from rabbits of ,3 kg (n ¼ 3) and from sheep of ,20 kg
(n ¼ 3) body weight were maintained at 36–38 8C. Ventricular fibrillation was
initiated by rapid pacing, and 4-s recordings were obtained at least 5 min after
initiation (perfusion was maintained during fibrillation). In Figs 2–4, white
and black bars near images reflect a distance of 1 cm. Values are presented as
mean 6 s:d:m: Comparisons were made with paired student t-tests.
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Sudden cardiac death is the leading cause of death in the indus-
trialized world, with the majority of such tragedies being due to
ventricular fibrillation1. Ventricular fibrillation is a frenzied and
irregular disturbance of the heart rhythm that quickly renders the
heart incapable of sustaining life. Rotors, electrophysiological
structures that emit rotating spiral waves, occur in several systems
that all share with the heart the functional properties of excit-
ability and refractoriness. These re-entrant waves, seen in numer-
ical solutions of simplified models of cardiac tissue2, may occur
during ventricular tachycardias3,4. It has been difficult to detect
such forms of re-entry in fibrillating mammalian ventricles5–8.
Here we show that, in isolated perfused dog hearts, high spatial
and temporal resolution mapping of optical transmembrane
potentials can easily detect transiently erupting rotors during
the early phase of ventricular fibrillation. This activity is char-
acterized by a relatively high spatiotemporal cross-correlation.
During this early fibrillatory interval, frequent wavefront colli-
sions and wavebreak generation9 are also dominant features.
Interestingly, this spatiotemporal pattern undergoes an evolution
to a less highly spatially correlated mechanism that lacks the
epicardial manifestations of rotors despite continued myocardial
perfusion.

Ventricular fibrillation is a complicated, often lethal, but poorly
understood, high-frequency mode of electrical activity. It can be
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