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Connectance of Large Dynamic 
(Cybernetic) Systems: Critical 
Values for Stability 
MANY systems being studied today are dynamic, large and 
complex: traffic at an airport with 100 planes, slum areas 
with 104 persons or the human brain with 1010 ncurones. 
In such systems, stability is of central importance, for 
instability usually appears as a self-generating catastrophe. 
Unfortunately, present theoretical knowledge of stabilit~ · 
in large systems is meagre: the work described here was 
intended to add to it. 

Most of these large systems, often biological or social, 
are grossly non-linear, which increases the difficulties 
associated with them. Here we consider linear systems 
merely as a first step towards a more general treatment. 

We have attempted to answer: What is the chance that 
a large system will be stable ? If a large system is assembled 
(connected) at random, or has grown haphazardly, should 
wo expect it to be stable or unstable ? And how does the 
expectation change as n, the number of variables, tends to 
infinity? 

Monte Carlo-type evidence1 • 2 had suggested that the 
probability of stability decreased rapidly as n was increased, 
in some cases perhaps as fast as 2-n, an exponentially-fast 
vanishing of the chance that the system will be stable. 
This result, however, was for systems that were fully 
connected, whore every variable had an immediate effect 
on every other variable. ·while this case is obviously 
important in theory, it is not the case in most large 
systems in real lifo: not every person in a slum has an 
immediate effect on every other person, and not every cell 
in the brain directly affects every other cell. The amount 
of connectedness ("connoctancc") is often far below 100 
per cent. We have studied how such incomplete connect
ance affects the probabili ty of a system's stability. 

L<'t the linear systmn's state be represented by the 
vector x ( = < x,, ... , Xn >, where each X; is a variable, a 
function of time), and its changes in time by the matrix 
equation 

X=Ax 

To "join the variables at random" is to give the elements 
in A values takon from some specified distribution. 
"Non·connexion from x 1 to x/' corresponds to giving the 
element a11 the value zero. Thus, if the specified distribu
tion has a peak at zero, sampling from it will give the 
equivalent of a dynamic system with many non-connoxions. 
The connectancc, C, of the system can then be conveniently 
defined as the percentage of non-zero values in the distri
bution. Thus, if the coefficients are drawn from a distribu
tion with 99 per cent zeros, and if n = 1,000, then each line 
of the equation would contain about tfln non.zcro coeffi
cients, corresponding to a system in which each variable is 
directly affected by about ten other variables. 

Because our work was essentially exploratory, we used 
the distribution in which tho non-zero elements were 
distributed evenly between - 1·0 and + 1·0. The elements 
in the main diagonal, corresponding to the int.rinsic 
stabilities of the parts, were all negative, distributed 
evenly between - 1·0 and - 0·1. Thus each sampled value 

80 

~ 60 
~ .... 
0 

.c 
~ 
8 
""' 

20 

0 
0 t :w 

13 
40 60 

Cormcctancc (per cent) 

80 

Fig. 1. variation of stability with connectance. 
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of A corresponded to a system of individually stable parts, 
connected so that each part was affected directly by about 
C per cent of the other parts. 

On a digital computer, a value for n was given and a 
value for C. Random numbers appropriately distributed 
were then sampled to provide a matrix A. Hurwitz's 
criterion was applied to test whether the real parts of 
A's latent roots were all negative (the stable case) and the 
result recorded. :Further samples, giving further As, 
allowed tho probability of stability (P) to be estimated. 
The probability was then re-estimated for another value 
of C, and so on, until the variation of P with C became 
clear. 

The results showed the feature that we wish to report 
here. As the system was made larger, a new simplicity 
appeat·ed. Fig. 1 shows a selection of the results, enough to 
illustrate the principal fact . 

When n = 4, the probability that the system would be 
stable depended on C in a somewhat complex curve (which 
could perhaps be predicted exactly). But as n increases, 
the curve changes shape rapidly towards a step-function, 
so that even when n is only 10, the shape might be so 
regarded, at least for some practical purposes . Thus, even 
at n= 10, questions of stability can be answered simply by 
asking whether the connectance is above or below 13 per 
cent: 2 per cent deviation either way being sufficient to 
convert the answer from "almost certainly stable" to 
"almost certainly unstable". 

The matter is being investigated further, but it may be 
of general interest to notice that this work suggests that 
all large complex dynamic systems may be expected to 
show the property of being stable up to a critical level of 
conncctancc, and then, as the connectance increases, to go 
suddenly unstable. 
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