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This study presents a meta-analysis of the influence of several potentially biasing factors (eg industry support, extrapyramidal side effects)

on efficacy of studies comparing second-generation antipsychotic (SGA) with first-generation antipsychotic (FGA) medications. We used

the dataset from our previously published meta-analysis of 124 randomized controlled trials (RCTs) comparing SGAs with FGAs, to

evaluate whether certain possible biases could influence the actual outcome on the total score of the Positive and Negative Syndrome

Scale (PANSS), Brief Psychiatric Rating Scale (BPRS), and Clinical Global Impressions (CGI) scores. Industry sponsorship was determined

by contact with authors or publication statement. We calculated whether (1) industry sponsorship, (2) study quality, (3) extrapyramidal

symptoms (EPS) properties, or (4) prophylactic antiparkinsonian medications influenced SGA vs FGA efficacy for each drug and averaged

overall by two Hedges and Olkin-based meta-analyses. The analysis found that none of the factors was significantly associated with a

particular outcome. While industry-sponsored articles may conclude their medication to be more favorable than that of a competitor in

an RCT, we found that the observed efficacy was not influenced by sponsorship. Many attribute the finding that SGAs appears to be

more efficacious than FGAs to be a result of EPS-decreasing efficacy (or its measurement). We were unable to confirm that the drug’s

EPS properties or antiparkinsonian management altered actual efficacy.
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INTRODUCTION

Currently, the pharmaceutical industry is being closely
scrutinized and special attention is directed at potential
biases in clinical trials that favor the trial sponsor
(Bodenheimer, 2000). Indeed many studies in general
medicine find that the sponsor’s drug is superior to the
comparator drug (Bodenheimer, 2000). Heres et al (2006)
found that sponsors conclude their second-generation
antipsychotics (SGAs) to be superior to their competitors’
SGAs in 90% of the studies. In addition, Montgomery has
reported similar results of SGAs vs first-generation anti-
psychotics (FGAs; Montgomery et al, 2004).
Although randomized controlled trials (RCTs) remain the

gold standard in shaping clinical choices and FDA approval,
many are concerned that the pharmaceutical industry may
be subtly influencing the actual outcome of controlled
random-assignment double-blind studies to favor their
product.
In this paper, we explore several potential biasing factors

and whether they affect the outcome of comparisons
between SGAs and FGAs.

First, there are a number of studies that were used by the
pharmaceutical industry for registration of a compound as
well as studies that are phase IV postmarketing studies to
expand knowledge on a compound after approval. We
explored whether pharmaceutical industry-sponsored stu-
dies report more favorable ‘actual’ results (referring here to
the ‘numerical’ empirical data rather than the conclusions)
than non-industry-funded (ie ‘academic’) studies in trials of
SGAs vs FGAs (we only explored who paid for the study
itself, not personal support or affiliation of senior author).
Second, since most investigators would hypothesize that the
SGA is more efficacious than the FGA, this bias might be
more apparent in the less well-controlled studies. We also
tested whether poorer quality RCTs would be more likely
to produce biased results than more carefully controlled
studies. Third, many investigators (Geddes et al, 2000;
Rosenheck, 2005) believe that the better outcome observed
with some SGAs is not due to increased efficacy of these
SGAs but rather that this is an artifactual result of the
influence of extrapyramidal symptoms (EPS) on the ratings
of the efficacy of FGAs. Underlying this hypothesis are
observations that EPS may be confused with certain
symptoms of schizophrenia (eg parkinsonian akinesia
confused with schizophrenia apathy) (Davis and Chen,
2001, 2002; Marder et al, 1997). In addition, EPS do lead to
early dropout and patients who drop out early will have had
less time to improve on study drug. A variant of this
hypothesis relevant to the same issue was tested byReceived 3 January 2007; revised 15 May 2007; accepted 24 May 2007
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Rosenheck in an intriguing way. He administered to every
patient a clearly adequate dose of a prophylactic anti-
parkinsonian drug, thus minimizing EPS (Rosenheck,
2005), and found no difference in efficacy between
olanzapine and haloperidol.
To summarize, we re-evaluated the influence of industry

sponsorship, study quality, influence of EPS, and anti-
parkinsonian medication. Although these are different
issues, they all bear on efficacy and are evaluated using the
same methodology, even though they test distinctly different
hypotheses. As such, the paper is aimed to be useful in
interpreting influences on antipsychotic drug efficacy.

METHOD

Source of Data

We used a previously published dataset from our meta-
analysis of SGAs vs FGAs of 124 RCTs and the methodology
has been previously reported in detail (Davis et al, 2003). Our
primary outcome was improvement as measured with the
Positive and Negative Syndrome Scale (PANSS; Kay et al,
1987). If this score was not available, we used the Brief
Psychiatric Rating Scale (BPRS; Overall and Gorham, 1962),
and if neither was available, we used the Clinical Global
Impressions (CGI; Guy, 1976). Thus we used the term ‘actual’
result to denote the numerical difference on measured
efficacy to distinguish it from the overall conclusion. We
included not only published but also unpublished data
obtained from the FDA by the Freedom of Information Act
or from the FDA website (www.fda.gov), so as to minimize
the frequently encountered ‘file drawer problem’ (ie the
suppression of, or failure to publish, negative data) in our
dataset. We did not update our database as most of the new
studies focus on comparing SGA vs SGA. We plan a similar
analysis of SGA vs SGA in the future.

Evaluation of Three Types of Moderator Variables as
Potential Sources of Bias

Industry sponsorship. We dichotomously classified sponsor-
ship as either industry supported or non-industry sup-
ported. We classified a study as industry supported if it was
substantially industry funded. Government- and/or founda-
tion-funded studies were also classified as non-industry
supported and may include some minor personal industry
support (ie speakers fees, consultantship, etc) or industry-
supplied medication but were clearly not principally funded
by industry. We used the author statement of support.
However, since sponsorship information was frequently not
stated in the published paper, we contacted the author(s) by
mail or e-mail; if there was no response, we made repeated
efforts (telephone call, contacting their department, or even
personal contact at international meetings). Of note, most of
the studies that failed to mention sponsorship were industry
sponsored. In this manner, we obtained a 98% response
regarding the sponsorship. Where there was ‘mixed’
funding such as speaker fees, it was relatively straightfor-
ward to determine where most of the funding (and ideas)
originated. Using this method, there were very few
situations in which the sponsorship was not clear. For
example, Conley (Conley and Mahmoud, 2001) studied

olanzapine, which is manufactured by Eli Lilly and
Company, under a NIMH grant. Although Lilly did provide
the study medication, this was clearly an academic study
with the core faculty of Spring Grove State Hospital
provided by the state and the primary funding was public,
even though some of the authors received speaker’s fees, etc
from industry. Sometimes the drug company would provide
medication; they rarely provided partial support by funding
one aspect. Our contrast is principal support vs minor
support. We did not examine whether speaker’s fees or
consultantship influence results. We did not examine
whether the senior author was a drug company employee
who affects the results. Consequently our dichotomy
provided two levels of influence, not the absence of
influence.
Results from the CATIE trial (Lieberman et al, 2005), a

large NIMH non-industry-supported trial, were published
after we had completed our analysis. We were interested in
whether the results of the CATIE trial would alter our
findings comparing the influence of industry vs academic
sponsorship. Therefore, we performed a second meta-
analysis of industry vs non-industry sponsorship, which
included the CATIE results. Our meta-analysis was based on
improvement in the PANSS/BPRS/CGI. Since some CATIE
patients without tardive dyskinesia (TD) were used in the
perphenazine arm, and adequate information was available
to measure effect size in the patient without TD receiving
SGA, we used the CATIE improvement scores ‘duration
of successful treatment’ using the Cox model in Table 2
(p 1217; Lieberman et al, 2005).
Quality of study. We subjectively rated the quality of a

study using a global rating on an 8-point ordinal (Likert)
scale based on factors such as independent blinding and/or
randomization conducted at a different location than site,
use of quantitative rating (BPRS/PANSS), reliability train-
ing, large sample size, quality of statistical analysis, and
systematic presentation of results. Since we only included
RCTs, our scale evaluated very good quality studies vs good
quality studies.
Extrapyramidal side effects (EPS). We evaluated this

potential bias five different ways. First, we constructed a
continuous 5-point semiquantitative scale to measure the
degree to which FGAs produce EPS, scored from high to
low: ie 5¼ high dose of high potency FGAs (high dose is
defined as above 12mg haloperidol, the cutoff point
proposed by Geddes et al (2000)); 4¼ low dose of high
potency FGAs (p12.5mg haloperidol); 3¼ high dose
(defined as above 600mg chlorpromazine equivalents) of
low potency FGAs; 2¼ low dose of low potency FGAs; or
1¼ receiving thioridazine (which has a particularly low
incidence of EPS). Second, we also classified the SGAs by
their propensity to cause EPS on a four-point semiquanti-
tative scale: ie 4¼ amisulpride, risperidone, or remoxipride
(which do cause some EPS, although less than FGAs;
Marder et al, 1997; Davis et al, 2003; Davis and Chen, 2004);
3¼ olanzapine, sertindole, ziprasidone, or aripiprazole;
2¼ quetiapine; or 1¼ clozapine. The propensity scale was
based primarily on the double-blind, randomized registra-
tional studies of FGA or SGA vs placebo. This included
those registrational studies that randomly assigned drug to
different doses. There are data for almost all the SGAs and
the more common FGAs from these large double-bind
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studies. There were a few uncommon FGAs used and we
used data from the reported studies of those drugs as
summarized (on p 96) by Klein and Davis 1969. We used
previously described methods for drug and dose equiva-
lence (Davis and Chen, 2004). We used Geddes et al’s (2000)
division of high- vs low-dose haloperidol (12mg or lower vs
above 12mg) adjusting other FGAs by its equivalence. The
Cochrane group and ourselves have reviewed this literature.
Third, to measure the difference in EPS properties between
SGA and FGA, we subtracted the SGA score from the FGA
score, which yielded an 8-point scale (�3 to + 4) in which
the highest score would thus be the pairing of a high dose
of a high potency FGA vs clozapine (5�1¼ 4). The lowest
score is the pairing of thioridazine vs amisulpride,
risperidone, or remoxipride (1�4¼�3). Fourth, since a
high dose of FGA (or of haloperidol in those studies using
haloperidol as comparator) would surely produce more EPS
than a low dose, we evaluated this as well. Fifth, for the
antiparkinsonian strategies, we dichotomized this category
into ‘continuous prophylactic antiparkinsonian drug’ vs
‘PRN administration.’ As mentioned, we recognize the issue
that some of the factors may be related, rather than
independent. For example, it is likely that EPS propensity
and use of antiparkinsonian drugs are correlated.

Statistical Methods

Since some SGAs (eg clozapine) may be more efficacious
than others, we held constant the SGA and evaluated the
effects of the potential source of bias (eg industry vs non-
industry sponsorship) for each SGA separately, and then
averaged these differences. This was performed by using the
SGA–FGA effect size difference found in each study
adjusted for the overall mean difference of that SGA by
subtracting this mean from each study score of that drug.
For example, Buchanan et al (1998) found that clozapine
produces an efficacy of 0.40. This was 0.05 effect size units
smaller than the average effect size of clozapine and
therefore it was entered as �0.05 in the non-industry-
sponsored studies. Kane et al (1988) found clozapine to be
0.88 effect size units higher than the average clozapine
study, so 0.43 was entered: EPS of typical drug rated 3 in
EPS of FGA rating and 1 in EPS of SGA rating and was in the
highest quality rating category. The adjusted SGA–FGA
effect size difference (the deviance of each study from each
drug’s mean) was then used in the meta-analysis with the
given continuous or dichotomous measures of bias as a
moderator variable using the Hedges and Olkin (1985)
based models. We used MetaWin for sensitivity analysis
(Rosenberg et al, 2000) and Comprehensive Meta-Analysis
II as the primary method (Borenstein et al, 2005).

Sensitivity Analysis

We did extensive sensitivity analysis, analysis with different
meta-analytic methods or using dichotomous variables (see
web supplement) (Wang and Bushman, 1999).

Interpretation of Meta-Analysis Size Effects

Since it has been suggested that the observed differences in
efficacy between drugs might be completely explained by

possible biases, it is important to keep in mind how large
such a bias would have to be to account for noticeable
differences between certain SGAs and their FGA compara-
tor. Roughly speaking, clozapine has been found to be
almost 0.5 effect size units better than FGAs; and
olanzapine, risperidone, and amisulpride about 0.25 effect
size units better than FGAs (Davis et al, 2003). For these
empirical results to be completely explained by such an
artifact, the bias would need to produce approximately a 0.5
effect size unit (which corresponds essentially to a 12-point
PANSS total score) difference of SGA vs FGA to explain
clozapine’s greater efficacy (or one-half that to explain the
difference of olanzapine or risperidone vs an FGA (Davis
and Chen, 2002)). For each potential bias (Table 1), we
present the results. A positive number indicates bias in the
hypothesized direction. Numbers close to zero indicate no
bias and a negative number suggests a bias in the opposite
direction. If the results fail to show a given bias, the effect
size measure would be close to zero. If the bias was near
+ 0.25 effect size units (about 6 PANSS points), it would be a
reasonable alternate explanation of the observed difference
of some SGAs vs FGAs.

RESULTS

Industry Sponsorship

About one-fifth of the studies were academically sponsored
and almost all of the rest industry sponsored. We found that
SGAs were about as efficacious in industry-sponsored
studies as found in the non-industry-sponsored studies
(Table 1). The difference was (1) close to zero, ie �0.04 or
about a 1-point PANSS total score, (2) in the opposite
direction of our hypothesis, and (3) was not statistically
significant. Since the difference is in the opposite direction,
there is no indication of a sponsorship effect. The
significance of the difference is evaluated by the meta-
analytic Q statistic (distributed as w2), which is almost zero

Table 1 How Potential Biases Influence Efficacy of SGA vs FGA

Potential biases Effect size v2 p

Industry vs nonindustry sponsorship �0.04 0.3 NS

Quality of study 0.01 0.7 NS

EPS of FGAs 0.01 0.3 NS

EPS of SGAs 0.00 0.0 NS

EPS difference between SGAs and FGAs 0.02 0.6 NS

FGA dose 0.01 3.1 NS

Haloperidol dose 0.00 0.0 NS

Antiparkinsonian agent: PRN vs continous
administration

�0.13 2.6 NS

We evaluated whether potential biases could alter the degree to which SGAs
were superior to FGAs in efficacy. A positive effect size indicates that the bias
distorted effect size such that the sponsor drug is more efficacious. For example,
industry sponsorship actually produces a slightly negative effect, in that, on
average, industry studies found SGA less efficacious than academic studies by
0.04 effect sizes, or about 0.5 PANSS total points. Similarly, the larger the effect
size, the greater the degree of high EPS propensity influences the differential
efficacy of SGA4FGA efficacy. The Q statistic, distributed as w2 with one degree
of freedom, evaluated the influence of the bias. Effect size changed to +0.04
when the CATIE trial was included.
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(Q¼ 0.3, d.f.¼ 1, p¼ 0.57). Our meta-analysis (Davis et al,
2003) found similar results to the CATIE trial for three
SGAs, ie we agree that quetiapine and ziprasidone had
similar efficacy to FGAs. We also concur with the CATIE
(phase I) finding that olanzapine produced a better
improvement than FGA on efficacy, with virtually the exact
same effect size. In contrast, the CATIE (phase I) found
risperidone to be about equally efficacious to FGAs. Overall
the results including those of the CATIE study did not alter
the comparison of industry vs non-industry sponsorship to
a statistically significant degree. The overall effect size of
sponsorship with the CATIE study included change from
�0.04 to + 0.04, but we found the sponsorship effect
remains close to zero and was not significant (Q¼ 0.7,
d.f.¼ 1, p¼ 0.42).

Study Quality

The rating of study quality was not significantly correlated
with relative SGA efficacy.

EPS Properties of SGA and/or FGA

We tested five variations with the hypothesis that EPS
influence efficacy rating: (1) the EPS propensity of the FGA
used; (2) the EPS propensity of the SGA used (some do
produce some EPS); (3) the difference in the EPS propensity
between each SGA vs FGA; (4) the dose of the FGA (higher
doses of FGAs would be expected to produce more EPS),
and the haloperidol dose for those studies using haloperidol
as the comparator; and (5) use of PRN vs continuous
prophylactic antiparkinsonian agents. The results are
presented in Table 1. In meta-regression, the slope of
continuous variables is a measure of how much one unit of
each bias affects the differential outcome of SGA vs FGA
effect size. For example, a change in the slope of + 0.01
units indicates that this bias produces a false increase in
efficacy of SGA over FGA of about 0.1 PANSS total score
points. We observed no significant effects from any of the
EPS-related variables. Indeed the effect sizes were close to
zero. We found no significant effect on efficacy of the mode
(either prophylactic or as needed (PRN)) of antiparkinso-
nian agent administration.

DISCUSSION

We find no evidence that industry sponsorship, study
quality, or EPS properties actually influenced the findings of
the relative efficacy of SGAs vs FGAs. This is an important
finding because many believe RCT results are tainted due to
industry bias. Since RCTs influence both FDA and clinical
decisions, had any of the biases altered actual results, this
would have been an important finding.
This said, we recognize the limitations of our study. The

evidence presented here is restricted to only the biases
examined, by our method, in this dataset (SGA vs FGA), and
to the outcome examined (actual observed numerical
change on PANSS/BPRS/CGI improvement score, not the
study author’s conclusion). The fact that only 20% of trials
were not industry sponsored and few used prophylactic
antiparkinsonian medication limits statistical power. The
evaluation of study quality was not done on a validated scale

and represents no more than our subjective ratings. Since
only good quality studies were included, we evaluated only
the upper end of the quality dimensions. We can make no
inference about the effect of lower quality studies. Nor can
we comment on the efficacy results in other Axis I (eg
bipolar) disorders or on recent studies of SGAs vs FGAs
published since our literature search (Davis et al, 2003).
Most studies of SGAs vs FGAs were conducted for
registrational purposes; consequently the pressure on
industry is to use an adequate dose of the first-generation
comparator that will satisfy the regulatory agencies. In
contrast, the competitive pressure on the company in phase
IV trials is to put a positive face on their drug by finding it
superior to another SGA in efficacy, or through counter-
marketing, by asserting that the competitor’s drug is more
dangerous. The sponsor has more to lose with SGA vs SGA
comparisons. Most likely SGAs cause less EPS than FGA, so
there is at least one outcome where an SGA can be superior.
Another limitation is that even though great efforts were
undertaken to locate studies, we cannot be sure that other
unpublished studies do not exist (ie the file drawer
problem). Meta-analytic ANOVA or regression techniques
have the limitations of any observational studies on
attribution of causation. They do not have the protection
of randomization. We think the conclusion made in some of
the studies did reflect industry bias, but we find the
numerical results on efficacy do not reflect such bias.
We found in examination of individual patient data from

trials of several SGAs that there is a low but consistent
correlation between the ratings of EPS and the ratings of
symptoms. We find that this relationship goes both ways, ie
negative symptoms can influence the rating of EPS and vice
versa (Davis and Chen, 2001, 2002, 2004; Marder et al,
1997). Early dropouts for whatever reason can influence
improvement because patients who drop out have less time
to manifest improvement. We agree with those who raise
the question of the potential for this type of bias. Some
authors (Geddes et al, 2000; Rosenheck, 2005) have
suggested that the empirical findings that certain SGAs
are more efficacious than FGAs are an artifact of the FGA-
associated EPS altering the effective rating. Rosenheck failed
to find olanzapine superior to haloperidol using prophy-
lactic antiparkinsonian drugs to minimize this artifact. Our
evidence for the lack of influence of prophylactic anti-
parkinsonian drug is weak since few studies used this mode
of administration. The fact that we could find no evidence
that these potential biases do alter actual results does not
definitively disprove this hypothesis. It only provides
evidence against the possibility that they do. Although
EPS may be confused with negative symptoms, we find no
evidence that the net effect is large enough to completely
explain the difference between some SGAs vs FGAs.
Since CATIE was a very large NIMH-sponsored study

(Lieberman et al, 2005), it is obviously pertinent to consider
whether the results of the CATIE study would alter our
findings. The CATIE study found virtually identical results
for all drugs to our meta-analysis (Davis et al, 2003), except
for risperidone in phase I, in which it was used in an arguably
suboptimal dose (Davis and Chen, 2004). Our second meta-
analysis with the CATIE data showed that the overall effect of
CATIE did not significantly alter the industry vs non-
industry comparison, which remains close to zero.
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Empirically, both Montgomery et al (2004) and ourselves
find that biases do creep into the conclusions of RCTs of
SGA (Heres et al, 2006). It is likely that a much greater
degree of bias is present in the information the practitioners
receive directly from industry (such as pharmaceutical
representatives, industry-sponsored papers or symposia,
Internet events, or speaker bureaus). Indeed, the wide-
spread publications of massive numbers of industry-
sponsored events, usually focusing on the advantages of
each sponsor’s drug, have created in clinicians a skepticism
about the accuracy of industry-sponsored study findings.
Our finding is based on a much larger sample of studies
than that of Geddes et al (2000). We failed to replicate their
analysis (Davis et al, 2003) using their methods. Here we
used a different method, holding the efficacy of each drug
constant. Two studies with very similar results can be made
to look different by selection of findings favoring the
sponsor’s drug and by ‘spinning’ the discussion and
conclusions on these findings. Can it be said that even in
pure science, authors never focus on what they feel is their
salient findings? In all of science, the critical investigators
closely scrutinize the data as well as weigh the paper’s
discussion and conclusions. One paradox of evidence-based
medicine is that if a clinician knows what the data are, the
clinician is empowered to use clinical intuition. Focus on
the data will help separate empirical results from the
marketer’s spin. It follows that preserving the integrity of
the data and protecting the data from bias is important.
We found no evidence of bias in the actual results of

RCTs. We thus conclude that we have evidence that RCT
data yield accurate results and that therefore the RCTs are a
valid guide to treatment decisions. We found no evidence of
possible effects of industry sponsorship, study quality, EPS
influence, method by which antiparkinsonian drugs are
administered, on the measured PANSS/BPRS/CGI results of
the relative efficacy of SGAs vs FGAs.
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